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Abstract22

The Community Earth System Model currently contains two primary atmospheric con-23

figurations: the Community Atmosphere Model 6 (CAM6, 32 levels, ∼40-km top); and24

the Whole Atmosphere Community Climate Model 6 (WACCM6, 70 levels, ∼140-km top). For25

CAM7, a number of factors motivate a raising of the model top and enhancement of the26

vertical resolution and this study documents the decision making process toward this next27

generation vertical grid. As vertical resolution in the troposphere/lower stratosphere28

is increased, the role of the resolved waves in driving the Quasi-Biennial Oscillation (QBO)29

is enhanced, becoming more aligned with ERA5 reanalysis. This can be traced to im-30

proved equatorial Kelvin waves and their vertical momentum fluxes. It is further shown31

that a model lid at ∼80-km does not have detrimental impacts on the representation of32

the QBO compared to a 140-km top. Based on this analysis, the vertical grid for CAM733

will have an ∼80-km top with 93 levels, 500-m grid spacing in the troposphere and lower34

stratosphere, and 10 additional levels in the boundary layer compared to CAM6. A 58-35

level/∼40-km low-top option will also be available. We further introduce new coupled36

simulations using CAM6 but with with CAM7’s vertical grid above the boundary layer37

and used these to demonstrate that basic features of the stratospheric circulation are sim-38

ilar to WACCM6, despite the lower model top. They further show that despite the higher39

fidelity of the QBO, the observed connection between the QBO and the Madden-Julian40

Oscillation is absent.41

Plain Language Summary42

This study explores the impacts of changing the vertical grid spacing and model43

lid height on the representation of the atmosphere within the Community Atmosphere44

Model (CAM) to inform decisions regarding the vertical grid choices for the next gen-45

eration of this model (CAM7). It is shown that decreasing the grid spacing (increasing46

the resolution) in the troposphere and lower stratosphere can lead to a better represen-47

tation of tropical waves and their role in driving the Quasi-Biennial Oscillation (QBO)48

- a quasi-periodic variation in the winds of the lower stratosphere. It is also shown that49

a viable representation of the stratospheric polar vortices and the QBO can be obtained50

with a model lid placed at approximately 80 km. Overall, this analysis motivates the de-51

cisions made with regards to the grid for CAM7 and a suite of simulations that use this52

new grid are described. These simulations are then assessed for their representation of53

the observed connection between the QBO and the Madden-Julian Oscillation (MJO)54

- a mode of variability in the tropical troposphere. Despite the high fidelity of the QBO55

in this model, the QBO-MJO connection remains absent.56

1 Introduction57

Earth System Models (ESMs) are numerical representations of the coupled Earth58

system that are used to study the fundamental processes involved in the Earth’s climate59

and to provide predictions for how the climate will evolve on timescales ranging from weeks60

to centuries. Model developers continue to strive to improve the representation of the61

processes relevant to the climate system under the constraint of available computing re-62

sources. The Community Earth System Model (CESM) is one such ESM (Hurrell et al.,63

2013; Danabasoglu et al., 2020). CESM is developed by the National Science Founda-64

tion National Center for Atmospheric Research in collaboration with other researchers.65

The model is open source, extensively documented, and well supported and, as a result,66

is used by many researchers around the world for a wide variety of applications. As part67

of the continued drive toward improved atmospheric representation within CESM, the68

next generation of one of CESM’s atmospheric components (the Community Atmosphere69

Model version 7, CAM7) will have enhanced vertical resolution throughout the tropo-70

sphere and stratosphere as well as a raised model lid compared to its predecessor, CAM6.71
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Here, we document the decision making process that led to this new vertical grid, while72

also demonstrating the dependencies of the representation of the atmosphere on verti-73

cal resolution in CESM. We also introduce some new simulations that are available to74

the broader research community to explore the impacts of this enhanced vertical reso-75

lution on climate variability and change within CESM.76

CESM offers two primary atmospheric configurations: CAM and the Whole At-77

mosphere Community Climate Model (WACCM). WACCM is a high-top configuration78

and is typically run with fully interactive chemistry but can also be run in a specified79

chemistry mode (SC-WACCM) (Smith et al., 2014). It has been used for middle atmo-80

sphere studies where a good representation of stratospheric and mesospheric processes81

is key. The most recent version, WACCM6 (Gettelman et al., 2019), has a model lid at82

almost 140 km with 70 levels in the vertical. WACCM is built on top of the low-top model83

CAM. CAM has a model lid at around 40 km and CAM6 has 32 levels in the vertical84

and does not contain the same comprehensive representation of stratospheric chemistry85

as WACCM. Given its reduced computational expense relative to WACCM, CAM has86

been the “workhorse” model for many applications including contributions to the Cou-87

pled Model Intercomparison Projects (CMIP, (Eyring et al., 2016)) and large ensembles88

(Kay et al., 2014; Rodgers et al., 2021). Now, moving toward the development of ver-89

sion 3 of CESM (CESM3), the following factors have motivated an enhancement of the90

vertical resolution of CAM:91

• It is now well established that the stratosphere has an impact on the troposphere92

(Baldwin & Dunkerton, 2001; Shaw & Shepherd, 2008; Anstey & Shepherd, 2014;93

Hitchcock & Simpson, 2014; Domeisen et al., 2020) and, with a model lid at ∼4094

km, CAM’s capacity to represent stratospheric processes is limited.95

• There is a need to represent the Quasi-Biennial Oscillation (QBO) (Baldwin et96

al., 2001) given its potential as a source of predictability on seasonal to interan-97

nual timescales through, for example, recently identified connections with the Madden-98

Julian Oscillation (MJO) (Yoo & Son, 2016). While WACCM does produce an99

internally generated QBO, the vertical grid spacing is still too coarse to sufficiently100

represent the amplitude of the QBO in the lower stratosphere (Richter et al., 2020)101

and higher vertical resolution is needed to achieve this (Garcia & Richter, 2019).102

• CESM is increasingly being used for sub-seasonal to seasonal prediction (e.g., Richter103

et al., 2022; Yeager et al., 2022) and, given that stratospheric variability is a po-104

tential source of predictability on these timescales (Domeisen et al., 2020), it is105

desirable to use a model with a well resolved stratosphere for these efforts. While106

WACCM does represent the stratosphere well, aside from the aforementioned is-107

sues regarding the QBO, the model lid at ∼140 km makes it challenging to ini-108

tialize using existing reanalysis products from other systems, as is commonly done109

for prediction efforts with CESM. The optimum from an initialized prediction stand-110

point would, therefore, be a model that resolves the stratosphere well, but with111

a lid that still allows it to be initialized from reanalysis products, such as ERA5112

(Hersbach et al., 2020), i.e., a model lid around 80 km.113

• CESM is increasingly being used for applications with higher horizontal resolu-114

tion either globally, or with regional refinement, so enhanced vertical resolution115

would likely be beneficial as the horizontal resolution is increased.116

• There are motivations to enhance the resolution in the boundary layer as well, al-117

though this is not the focus of the present study. These motivations include adding118

the ability to capture thin cloud layers to improve the representation of stratocu-119

mulus clouds (Bogenschutz et al., 2023), improving the representation of thin, sta-120

ble boundary layers (Byrkjedal et al., 2008), and also to lower the lowest model121

level to a location where the Monin-Obhukov similarity theory is a more valid ap-122

proximation (Jiang & Hu, 2023).123
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The above factors motivate the exploration of a new vertical grid for CAM, one that124

has a model lid within the realm of existing reanalysis products (i.e., ∼80 km) but with125

sufficient vertical resolution in the troposphere and lower stratosphere to improve the126

representation of the QBO over the existing WACCM grid, as well as with enhancements127

of resolution within the boundary layer and with a lowering of the lowest model level.128

In the following, we present a systematic assessment of the impacts of vertical res-129

olution in the free troposphere and lower stratosphere with a primary focus on the QBO130

and other features of the tropical atmosphere given that these are likely to be most im-131

pacted by these changes in the vertical grid. The representation of the tropical strato-132

sphere and its variability motivates the final choice of vertical grid for CAM7 and we then133

present some new simulations that use this grid above the boundary layer and with an134

∼80 km model lid. These simulations are used to verify that this grid with a lid at around135

80 km does not substantially degrade the representation of the stratospheric polar vor-136

tices compared to existing WACCM simulations and they are used to assess this model137

configuration, which now represents the QBO well, for the connection between the QBO138

and the MJO that has been found in observations.139

We stress that all the analyses presented here are carried out with the atmospheric140

physics package of CESM2 and only the vertical resolution is being altered. The actual141

CAM7 release will have many additional changes including upgrades to a variety of physics142

parameterizations as well as a new dynamical core. These results should, therefore, not143

be taken as an indication of how CAM7 will behave; rather they represent an analysis144

of how the vertical resolution affects the representation of the atmosphere of CAM6. That145

being said, the model with additional physics changes is being tested to ensure that the146

dynamical behavior described here carries over to the next generation.147

In section 2 we introduce the model, experiments and other model and observation-148

based datasets that we use for comparison. The diagnostics used are then introduced in149

section 3. In section 4 we present the results of the analysis of the impacts of vertical150

resolution on features of the tropical stratosphere which then motivates the final choice151

of vertical grids for CAM7, as summarized in section 5. In section 6 we introduce a new152

suite of experiments with this new grid above boundary layer (and CAM6’s grid below)153

and check these simulations for the fidelity of stratospheric polar vortex variability and154

for any evidence of the QBO-MJO connection. Conclusions are then provided in section155

7.156

2 Methods157

2.1 The model (CESM)158

All model experiments documented here use CESM2 and a detailed description of159

this model can be found in Danabasoglu et al. (2020). The low-top atmospheric config-160

uration within CESM2 is CAM6 and this simulates the atmosphere at approximately161

1◦ horizontal resolution with 32 layers in the vertical stretching to a model lid at ∼40162

km using the finite volume dynamical core (Lin & Rood, 1997). The high-top atmospheric163

component within CESM2 is WACCM6 which has a model lid at ∼140 km and 70 lev-164

els in the vertical. The vertical grids of WACCM6 and CAM6 can be seen in Fig. 1a.165

WACCM is typically run with interactive chemistry but a “specified chemistry” option,166

SC-WACCM, also exists which essentially reproduces the same climate as WACCM (Smith167

et al., 2014). Aside from the vertical grid, SC-WACCM differs from CAM in that green-168

house gases are specified as a lower boundary condition as opposed to a global concen-169

tration and are, therefore, advected by the atmospheric circulation. It also has a rep-170

resentation of methane oxidation, has specified shortwave heating rates taken from WACCM171

simulations above 65 km and, while both CAM and SC-WACCM have a parameterized172

representation of orographic gravity wave drag, SC-WACCM also has a representation173
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of non-orographic gravity wave drag from convection and frontal sources (Richter et al.,174

2010). Since SC-WACCM contains features that are of relevance for the middle-atmosphere,175

we use the physics of the SC-WACCM component set instead of CAM6 in the major-176

ity of simulations presented here.177

CAM and WACCM use a hybrid-sigma vertical coordinate that smoothly transi-178

tions from terrain following at the surface to constant pressure levels at around 170 hPa179

in CAM6 and 200 hPa in WACCM6. The grid is described by the hybrid coefficients (A180

and B) and for each vertical level (η) the pressure (in hPa) is given by181

p(η) = A(η)× 1000 hPa +B(η)× ps (1)

where ps is the surface pressure (in hPa). A is zero at the surface and B becomes zero182

where the levels become constant pressure surfaces. For the finite volume dynamical core183

used in all the simulations presented here p is the actual (full moist) pressure, but for184

the spectral element dynamical core which will be used in CAM7, p will be the dry pres-185

sure and ps will be the dry surface pressure (Lauritzen et al., 2018). The series of sim-186

ulations that are used for the systematic investigation into the impact of vertical reso-187

lution on various features of the tropical atmosphere are summarized in Table 1 and the188

following section.189

2.2 Vertical grid evaluations190

Each of the grids that are used to evaluate the impacts of vertical resolution (Ta-191

ble 1) retain the same resolution as the default CAM6 within the boundary layer (the192

lowest 7 levels which extend up to about 850 hPa). Retaining the same levels in the bound-193

ary layer avoids re-tuning aspects of the model such as the shallow convection and mi-194

crophysics schemes. Above the boundary layer, each of the grids that are evaluated con-195

sists of a constant resolution within the free troposphere and lower stratosphere that then196

tapers off to some specified value at the model lid following a hyperbolic tangent func-197

tion.198

The vertical grid spacing dz as a function of height is shown for the default con-199

figurations (CAM6 and WACCM6) in Fig. 1a. To produce Fig. 1, the height of each level200

(z) is calculated using z = −H ln(p/po), assuming a scale height (H) of 7 km and a201

representative surface pressure (po) of 1000 hPa, with p computed using (1) assuming202

ps=1000 hPa. The vertical grid spacing, dz, is then calculated by differencing the heights203

of adjacent levels. Both of these default configurations have dz ∼1137 m in the free tro-204

posphere. Above 100 hPa, dz for CAM6 tapers off very rapidly to about 6 km at the model205

lid (∼40 km). WACCM6 has a higher resolution than CAM6 throughout the stratosphere206

and it decreases to dz ∼ 3.5 km at about 0.1 hPa and that resolution is then maintained207

up to the model lid (∼140 km).208

One of the primary goals of enhancing the vertical resolution within CAM is to im-209

prove the representation of the QBO, which has the potential to be an important source210

of predictability on the seasonal timescale. The study of Garcia and Richter (2019) demon-211

strated that enhancing the resolution to a grid spacing of dz ∼ 500 m achieved this goal.212

Retaining the high fidelity of the QBO representation is desirable, but so is computa-213

tional efficiency, so here we investigate how the QBO behaves over a range of resolutions214

to find the optimum choice. To this end, the first phase of our analysis involves a suite215

of experiments where the grid spacing dz in the free troposphere and lower stratosphere216

is varied, from ∼1000 m to ∼400 m in increments of 100 m with the model lid at ∼140217

km (Fig. 1b and Table 1). Note that the dz ∼500-m case is the same grid as the 110-218

level WACCM configuration of Garcia and Richter (2019). The resolution in each of these219

grids tapers off to a grid spacing of 3 km following a hyperbolic tangent function above220

∼20 km. These simulations are run with prescribed observation-based sea surface tem-221

peratures (SSTs) (Hurrell et al., 2008) and without interactive chemistry (the SC-WACCM222
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(c) 80km tests
dz500
dz600
dz700
dz800

0

20

40

60

80

100

120

140

He
ig

ht
 (k

m
)

0 1000 2000 3000 4000 5000 6000
dz (m)

1000

100

10

1

0.1

1e-2

1e-3

1e-4

1e-5

1e-6

Pr
es

su
re

 (h
Pa

)

(d) Tapering tests
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Figure 1. Grid spacing (dz in meters) as a function of pressure (left y-axis) or height (right

y-axis) for (a) prior configurations used in CESM, and (b)-(d) the test cases used in this study.

(a) shows the grid spacing for CESM2-WACCM6 and CESM2-CAM6. (b) shows the vertical

resolution tests with the 140-km top, (c) shows the vertical resolution tests with the 80-km top,

(d) shows the grids that are used to assess the effect of the level at which the vertical resolution

is tapered.

–6–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

Table 1. A summary of the simulations, periods of study, and number of members (when

greater than 1) used in this study. From left to right the columns indicate the experiment name,

the vertical grid spacing in the free troposphere, the approximate model lid height, the number of

levels, and the simulation period with the number of members listed in parenthesis when greater

than 1. Note that for the “80-km tapering experiment”, the height at which the resolution starts

to degrade is varied and for those simulations the vertical grid spacing degrades to 6 km at the

model lid. For the 140 km tests, the resolution starts to degrade at 20 km but only degrades to a

resolution of 3 km at the model lid. The ∗ indicates that due to the loss of some data only 1988

to 2004 was used for calculations that involve the Transformed Eulerian Mean (TEM) diagnostics

for dz1000 with the 140-km lid.

Name dz (m) approximate model lid (km) # of levels Simulation length

CESM2 grids

CAM6 1137 40 32 Coupled, 1979-2023 (50 mems)

WACCM6 1137 140 70 Coupled, 1979-2023 (3 mems)

AMIP, 1979-2014 (3 mems)

140-km grids

dz1000 1000 140 84 AMIP, 1986-2004∗

dz900 900 140 87 AMIP, 1986-2006

dz800 800 140 91 AMIP, 1986-2007

dz700 700 140 95 AMIP, 1986-2005

dz600 600 140 102 AMIP, 1986-2005

dz500 500 140 110 AMIP, 1986-2006

dz400 400 140 121 AMIP, 1986-2005

80-km grids

dz800 800 80 73 AMIP, 1986-2005

dz700 700 80 77 AMIP, 1986-2005

dz600 600 80 84 AMIP, 1986-2005

dz500 500 80 92 AMIP, 1986-2005

80-km tapering experiments

dz500 taper15km 500 to ∼15-km height 80 64 AMIP, 1979-1994

dz500 taper20km 500 to ∼20-km height 80 72 AMIP, 1979-1998

dz500 taper25km 500 to ∼25-km height 80 81 AMIP, 1979-1998

L83 simulations (Grid shown in Fig. 14b)

L83 500 80 83 AMIP, 1979-2020 (3 mems)

Coupled, 1850-2100 (3 mems)
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component set). They all start in 1986 and were run for between 19 and 22 years, de-223

pending on the simulation. All 140-km top configurations have the same gravity wave224

drag settings. There is, however, one exception to this. The upper boundary condition225

in the dz400 case was inadvertently set to deposit any remaining gravity wave momen-226

tum flux at the model lid, which was not done in the other 140-km top simulations but227

this setting has no noticeable impact on the features discussed and likely only has an af-228

fect close to the model lid because most of the gravity wave drag has already been de-229

posited by 140 km. In practice, these gravity wave drag settings in a model with a new230

grid would be tuned to optimize the representation of the QBO and we have not done231

this here as tuning this number of separate configurations was impractical. We also fo-232

cus our analysis on the role of the resolved waves which would be difficult to tune, as op-233

posed to features like the QBO period, which can be relatively easily tuned through grav-234

ity wave drag settings. Given that these simulations are rather short, it is difficult to ac-235

curately assess the magnitude of the difference between any two configurations given the236

confounding impacts of internal variability. Instead, we take the approach of consider-237

ing the distribution of simulations as a whole and assessing systematic variations as a238

function of vertical resolution across them.239

The second step of our assessment of the impacts of vertical resolution then involves240

taking four of the resolutions dz ∼500, 600, 700, and 800 and lowering the model lid to241

∼80 km, close to the top of the polar night jet. We take the same grids for these dz’s242

as used for the 140-km top simulations, but discard the higher levels, retaining only those243

below 80 km (Fig. 1c and simulations described in Table 1, “80-km grids” section).These244

runs are each 20 years long, extending from 1986 to 2005. The gravity wave drag set-245

tings are the same as in the 140-km top simulations except that the upper boundary con-246

dition is changed, relative to the 140-km top simulations, such that the remaining grav-247

ity wave drag is now deposited at the model lid. This is a more appropriate choice for248

the 80-km model because much of the gravity wave drag in the polar vortex regions oc-249

curs around that level. If this momentum is not deposited at the model lid then momen-250

tum is not conserved within the model and the stratospheric mean meridional circula-251

tion will be too weak. These simulations are used to verify that the conclusions that are252

drawn as to the effect of dz on the QBO using the 140-km model lid hold when lower-253

ing the model lid height to 80 km and that the fidelity of the QBO is retained.254

Finally, we assess the impacts of more drastically tapering off the resolution to 6255

km at an 80-km model lid and the impacts of varying the height at which the degrada-256

tion of the resolution begins following the hyperbolic tangent function. We run three fur-257

ther test cases with dz ∼ 500 m and with the 80-km top, with the tapering to 6 km be-258

ginning at 25 km, 20 km and 15 km, respectively. These grids are shown in Fig. 1d and259

the simulations are summarized in Table 1, “80-km tapering experiments” section. Note260

that because the resolution is being tapered to dz ∼6 km, as opposed to 3 km in the261

previous tests, the degradation of resolution in the simulation is not comparable to that262

in the other 80-km test cases in terms of the impacts of tapering height. These runs be-263

gin in 1979 and run for between 16 and 20 years.264

Unfortunately, an error was discovered in the gravity wave drag code that affects265

the aforementioned 140-km and 80-km top simulations. This is described in more de-266

tail in the supplementary text. In summary, due to this error, the simulations described267

above can only be used to examine features in the tropics such as the QBO and trop-268

ical waves, and cannot be used to examine the extra-tropical circulation or its variabil-269

ity. This error becomes relatively more important at higher vertical resolutions, so we270

have verified using the dz500 case with the 80-km top that it does not have an impact271

on the conclusions drawn regarding the wave driving of the QBO in supplementary Fig.272

S1. In the main text we show the 80-km top dz500 case with the error fixed.273
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2.3 L83 simulations274

In section 6 we discuss a suite of simulations that have been performed with the275

chosen vertical grid for CAM7, but without the 10 additional levels that CAM7 intro-276

duces between the surface and 700 hPa. As will be described in more detail in section277

6, this is an 83-level grid with 500-m grid spacing in the troposphere and lower strato-278

sphere, tapering off to a 3.5-km resolution in the upper stratosphere and a model top279

at around 80 km as also shown in Fig. 14b. The resolution in the lower troposphere is280

unchanged from that of CAM6/WACCM6 to avoid re-tuning of the physics, allowing for281

a clean assessment of the impact of vertical resolution within CAM6. These simulations282

use CAM6 physics but with the non-orographic gravity wave drag scheme turned on (in283

addition to the orographic gravity wave drag scheme which is on by default in CAM6)284

and the upper boundary condition was changed such that any remaining gravity wave285

momentum flux at the model lid is deposited at the model lid (by default it passes through286

the lid in CAM6). Some minor adjustments were then made to the gravity wave drag287

settings to optimize the behavior of the QBO.288

A coupled pre-industrial control simulation (not analyzed here) was branched from289

year 501 of the CESM2-CAM6 pre-industrial control. First, a short test run was per-290

formed for 8 years over which the simulation cools relative to CESM2, likely due to the291

reduced stratospheric water vapor with this grid (discussed in section 4.1.3). A 105-year292

long pre-industrial control was then continued from this short 8-year simulation and as-293

sessed for global mean temperature stability and a small and stable top of atmosphere294

(TOA) energy imbalance. The TOA imbalance was stable with an average imbalance295

of -0.043 Wm−2 (well within the tolerance limits typically used in CESM development)296

and the global mean temperature did not exhibit bigger trends over this 105-year sim-297

ulation than the CESM2-CAM6 pre-industrial control does.298

Three coupled historical simulations were branched from years 106, 100, and 103299

of this pre-industrial control and run under CMIP6 historical forcings to the end of 2014,300

before being extended out to 2100 under the SSP3-7.0 projection scenario. Three sim-301

ulations following the protocols of the Atmospheric Model Intercomparison Project (AMIP)302

with prescribed observation-based SSTs and sea ice (ERSSTv5 (Huang et al., 2017) for303

SST, HadISST1 (Rayner et al., 2003) and OISSTv2 (Reynolds et al., 2002) for sea ice)304

from 1979 to 2020, using CMIP6 historical forcings to 2014 and SSP3-7.0 forcings there-305

after, have also been performed and are referred to as the “AMIP” simulations.306

These simulations are used here to asses the impacts of the new grid on basic fea-307

tures of the stratospheric circulation and also to provide an assessment of the QBO-MJO308

connection in this configuration that now has a good representation of the QBO.309

2.4 CESM2 simulations with CAM6 and WACCM6310

The L83 simulations described above will be compared with simulations with CESM2-311

CAM6 and CESM2-WACCM6. For CESM2-WACCM6 we make use of the simulations312

that were performed for CMIP6 and these have fully interactive chemistry. This includes313

a 3-member ensemble of coupled historical simulations from 1850 to 2014 that are then314

extended to 2100 under the SSP3-7.0 scenario, as well as a 3-member ensemble of AMIP315

simulations from 1979 to 2014 with historical forcings and prescribed SSTs following Hurrell316

et al. (2008). For comparison with CESM2-CAM6 we use the coupled simulations from317

the CESM2 large ensemble (LENS2, Rodgers et al., 2021), specifically the first 50 mem-318

bers which have forcings comparable to the L83 simulations, i.e., from 1850 to 2014 us-319

ing CMIP6 historical forcings and SSP3-7.0 forcings thereafter.320
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2.5 Observation-based data321

One of the primary features of interest in this study is atmospheric waves in the322

tropical lower stratosphere and their role in driving the QBO. A complete observational323

record of waves in the tropical lower stratosphere is lacking given that they span a wide324

range of spatial and temporal scales. Satellite observations are capable of measuring waves325

with vertical wavelengths of the order of 4 km (Alexander & Ortland, 2010) but the trop-326

ical atmosphere also hosts wave motions with much finer vertical scales than this, as iden-327

tified from balloon borne measurements (Vincent & Alexander, 2020; Bramberger et al.,328

2021). Atmospheric reanalyses are the only source of long-term, gridded, vertically re-329

solved information but the observational constraints in the tropics are weaker than those330

in the extra-tropics given the reduced role for geostrophic balance, relatively fewer ob-331

servations over the tropical oceans, and a lack of observations of sufficient vertical res-332

olution to capture the details of tropical waves. As a result, the underlying model physics333

and dynamics are probably playing an important role in the resulting climate. While rec-334

ognizing that atmospheric reanalyses are likely imperfect, we use them here as our source335

of observational comparison. We make use of three reanalysis products: ERA5 (Hersbach336

et al., 2020), MERRA2 (Gelaro et al., 2017), and JRA55 (Kobayashi et al., 2015). Our337

primary focus will be on ERA5 because it has a much higher vertical resolution than the338

other two products with grid spacings of the order 300 m in the troposphere compared339

to grid spacings of over 1000 m in the upper troposphere in MERRA2 and JRA55 (Sup-340

plemental Fig. S2). To the extent that the waves in the lower stratosphere may lack an341

observational constraint and instead would rely on model numerics successfully repre-342

senting the propagation of wave activity produced by tropospheric diabatic heating into343

the stratosphere, we expect ERA5 to represent these more accurately given its higher344

resolution. Although, it is likely still deficient in representing the waves with very fine345

vertical scales (Bramberger et al., 2021). For some of the key analyses we provide a com-346

parison with JRA55 and MERRA2 in the supplemental material. Prior to computing347

covariances from the reanalyses data, the wind and temperature fields were first regrid-348

ded onto the ∼1◦ CAM6/WACCM6 grid to ensure a like-with-like comparison of fluxes349

associated with the same horizontal spatial scales.350

We also make use of the Stratospheric Water and Ozone Satellite Homogenized (SWOOSH)351

database (Davis et al., 2016) for an observation-based estimate of stratospheric water352

vapor. This dataset extends from 1984 to 2023 but we only use the period of January353

2005 to December 2021 as there are data gaps prior to the introduction of the Aura Mi-354

crowave Limb Sounder data in 2005 and then the Hunga Tonga volcanic eruption in early355

2022 resulted in a large perturbation in stratospheric water vapor (Niemeier et al., 2023).356

This means we are not comparing exactly the same time periods between SWOOSH and357

the simulations. While greenhouse gas-driven warming is expected to lead to an increase358

in stratospheric water vapor, the observational record does not exhibit a substantial trend359

between the period of the model simulations and the period we use for SWOOSH (Dessler360

et al., 2014), so a mismatch in time between the simulations and SWOOSH is unlikely361

to be important.362

3 Diagnostics363

3.1 Transformed Eulerian Mean diagnostics364

To examine the wave driving of the QBO we use Transformed Eulerian Mean (TEM)365

diagnostics, following Gerber and Manzini (2016). The zonal wind tendency due to re-366

solved waves is given by367

∂u

∂t ∇·F
=

1

a cosϕ
∇ · F =

1

a cosϕ

[
∂Fϕcosϕ

acosϕ∂ϕ
+
∂Fp

∂p

]
(2)
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where368

Fϕ = acosϕ

{
∂u

∂p
ψ − u′v′

}
(3)

and369

Fp = acosϕ

{[
f − ∂ucosϕ

acosϕ∂ϕ

]
ψ − u′ω′

}
(4)

are the meridional and vertical components of the E-P flux in pressure coordinates. The370

vertical E-P flux that we show is actually the vertical E-P flux in log-pressure coordi-371

nates given by372

Fz = −H
po
Fp (5)

where H is a scale height of 7 km and po is a reference surface pressure (1013.25 hPa).373

Overbars indicate zonal means, primes indicate deviations from the zonal mean and u,374

v, θ, and ω are the zonal wind, meridional wind, potential temperature, and vertical pres-375

sure velocity on constant pressure levels, respectively. Much of our analysis will focus376

on the role of the waves in driving the QBO, where the u′ω′ term dominates. The E-P377

fluxes (3) and (4) are computed using daily averaged eddy fluxes on a set of fixed pres-378

sure levels with the pressures of those levels equal to (1) with ps set to 1000 hPa. The379

fluxes have been computed at each model timestep (every half hour) before averaging380

over the day. For ERA5, the fluxes are computed hourly and then averaged over the day.381

3.2 QBO easterly to westerly transition composites382

It will be shown below that the vertical resolution impacts the representation of383

the wave driving of the descending westerly phase of the QBO. To examine this, we pro-384

duce composites of various fields prior to the time when the QBO transitions from east-385

erly to westerly. When using monthly mean fields, the timing of this transition from east-386

erly to westerly is determined simply as the month where the zonal-mean zonal wind av-387

eraged over 5◦S to 5◦N first transitions to westerly after having been below -0.5σ where388

σ is the standard deviation of that zonal wind field across months.389

When using daily fields, the transition times are determined in the same manner390

as above but using 30-day running means instead of monthly values for the zonal wind391

and determining the transition as the center time of the first 30-day running mean that392

transitions above zero following a minimum in the 30-day running mean zonal-mean zonal393

wind that falls below -0.5σ where σ is the standard deviation across all 30-day running394

means. Similarly, the time at which the transition from westerly to easterly occurs is de-395

termined as the first 30-day running mean that transitions below zero following a max-396

imum in the 30-day running mean that is greater than 0.5σ.397

In section 4.1.2, to understand the behavior of Mixed Rossby-Gravity (MRG) waves,398

composites are calculated using 100-day running segments that are separated by 50 days399

(i.e., partially overlapping). The transition from easterly to westerly QBO for these com-400

posites is similarly defined as the center of the 100-day segment during which the aver-401

age 5◦S to 5◦N zonal-mean zonal wind transitions to being positive for the first time af-402

ter having been below −0.5σ where σ here is the standard deviation of the 100-day run-403

ning averages, separated by 50 days.404

3.3 Cospectra and power spectra405

To quantify eddy fluxes as a function of zonal wavenumber and frequency, the cospec-406

tra method of Hayashi (1971) is used. When doing this analysis for composites prior to407

the time of transition to westerly QBO (t), the cospectra are calculated using the seg-408

ment from t−95 to t+5 and a Hanning taper is used over the first and last five days409

of the segment. When the waves are examined climatologically, the timeseries are de-410

seasonalized, using the first four harmonics of the seasonal cycle, and linearly detrended.411
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The cospectra are then computed over 100-day segments throughout the record that over-412

lap by 60 days with tapering over the first and last 5 days, and then averaged. All cospec-413

tra, in both model and reanalysis, are computed using daily averages calculated as the414

average over 6-hourly instantaneous values as this is what was saved for the majority of415

the simulations.416

4 Vertical resolution impacts417

The simulations described in section 2.2 will now be assessed to determine the sys-418

tematic impacts of tropospheric and lower stratospheric dz, the impacts of lowering the419

model lid, and the impacts of the level at which the degradation of the resolution be-420

gins on the representation of the QBO and other features of the tropical atmosphere.421

4.1 Vertical resolution impacts with the 140-km top422

4.1.1 The Quasi-Biennial Oscillation (QBO)423

The QBO is a quasi-periodic reversal in sign of the zonal-mean zonal wind in the424

equatorial stratosphere. It is characterized by shear layers that descend from the upper425

stratosphere to the lower stratosphere with alternating westerly and easterly phases oc-426

curring over a period of about 28 months (Baldwin et al., 2001). It arises as a result of427

interactions between the zonal-mean flow and a variety of types of waves that are gen-428

erated primarily through diabatic heating in the troposphere and transport of momen-429

tum up into the stratosphere. These waves are selectively filtered depending on the sign430

of the zonal-mean flow and deposit their momentum in regions of vertical shear, lead-431

ing to the descent of zonal winds of one sign or the other (Holton & Lindzen, 1972). The432

descent of the westerly phase of the QBO is driven primarily by Kelvin waves and small-433

scale gravity waves, in roughly equal proportions while the small-scale gravity waves dom-434

inate in the descent of the easterly phase with lesser contributions from inertio-gravity435

waves and MRG waves (Giorgetta et al., 2002; Ern & Preusse, 2009; Alexander & Or-436

tland, 2010; Kawatani et al., 2010; Ern et al., 2014; Y.-H. Kim & Chun, 2015; Pahlavan,437

Wallace, et al., 2021). In WACCM, Garcia and Richter (2019) found that the QBO ac-438

tually acts to generate MRG waves.439

It is increasingly common that models are now able to capture some form of in-440

ternally generated QBO (Richter et al., 2020). However, the amplitude of the QBO in441

the lower stratosphere tends to be underestimated compared to observations (Richter442

et al., 2020; Bushell et al., 2020), and the most likely reason for this is a lack of verti-443

cal resolution (Holt et al., 2021) as evidenced by a number of studies that have demon-444

strated that enhanced vertical resolution leads to an improved representation of equa-445

torial waves and their role in driving the QBO (Boville & Randel, 1992; Giorgetta et al.,446

2006; Richter et al., 2014; Anstey et al., 2016). Some of the waves that are responsible447

for driving the QBO have relatively short vertical wavelengths, of the order of 1 km (Bramberger448

et al., 2021), and as waves approach their critical level where they deposit their momen-449

tum, the vertical wavelength decreases further. Therefore, if a model has insufficient ver-450

tical resolution, numerical dissipation could lead to these waves being numerically damped451

below their critical level where their ability to accelerate the mean flow is diminished due452

to the greater atmospheric density (Vincent & Alexander, 2020). These past studies and453

theoretical understanding motivate the following assessment of the impact of vertical res-454

olution on the representation of the QBO and the associated wave driving in CAM.455

Figure 2 shows composites of monthly mean quantities in the equatorial stratosphere456

averaged from 5◦S to 5◦N in the 140-km top simulations, lagged relative to the month457

at which the QBO transitions from easterly to westerly at 50 hPa (see section 3.2). Firstly,458

the composites of the zonal-mean zonal wind reveal that as dz is decreased (resolution459

is increased), the westerly phase of the QBO descends further into the lower stratosphere460
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(compare with the black line at 80 hPa in Fig. 2 top row). More quantitatively, the QBO461

amplitude metric of Dunkerton and Delisi (1985) (Fig. 3) is the smallest in the dz1000462

and dz900 cases throughout the stratosphere. The dz800 case has an amplitude some-463

where in the middle and then the dz700 to dz400 cases are all somewhat similar to one464

another and have the largest amplitudes without showing much systematic dependence465

on resolution. Therefore, as far as the amplitude of the QBO is concerned, the grid spac-466

ings greater than dz700 appear to be insufficient.467

The ERA5 QBO exhibits a clear asymmetry in the duration of the easterly and west-468

erly QBO phases. In the upper stratosphere, above about 30 hPa, the easterly phase is469

of longer duration than the westerly phase. The opposite is true in the lower stratosphere,470

where the westerly phase lasts longer (Fig. 2, top left). These two features are likely con-471

nected. Westerlies in the lower stratosphere suppress the upward propagation of param-472

eterized gravity waves with eastward phase speed, so it is not until the lower stratospheric473

westerly phase weakens, that a westerly tendency due to gravity waves begins in the up-474

per stratosphere to terminate the upper stratospheric easterly phase (Fig. 2 third row,475

compared with first row). A more prolonged westerly phase in the lower stratosphere,476

therefore, is associated with a more prolonged easterly phase above. This asymmetry in477

phase durations that is found in ERA5 is absent in the low resolution simulations, but478

becomes more apparent with increasing resolution. We note that there is some scope for479

tuning the average period of the QBO through gravity wave drag settings. However, it480

is unlikely to impact this asymmetry in the duration of phases, which apparently arises481

as a result of an enhanced role for resolved waves in driving the QBO and in persisting482

the duration of the westerly phase in the lower stratosphere, as now discussed.483
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Figure 2. Composites of monthly averaged fields, area averaged from 5◦S to 5◦N and lagged

relative to the month at which the zonal-mean zonal wind area averaged from 5◦S to 5◦N at

50 hPa transitions from easterly to westerly. The left column shows ERA5 and the remaining

columns show the simulations with the 140-km top and dz ranging from 1000 m on the left to

400 m on the right. (top) zonal-mean zonal wind and the black horizontal line shows the 80

hPa level to guide the eye. (2nd) zonal-mean zonal wind tendency due to resolved waves, i.e.,

∂u/∂t∇·F. (3rd) zonal-mean zonal wind tendency due to gravity waves. (bottom) the upward

component of the E-P flux, Fz.
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Figure 3. The Dunkerton and Delisi (1985) QBO amplitude (
√
2σ where σ is the standard

deviation of the deseasonalized zonal-mean zonal wind averaged from 5◦S to 5◦N) for ERA5

(black), JRA55 (dashed), MERRA2 (dotted) and the 140-km top simulations using area averaged

5◦S to 5◦N zonal-mean zonal wind. The inset zooms in on the region outlined by the gray box.

Both resolved waves (Fig. 2, 2nd row) and parameterized gravity waves (Fig. 2,484

3rd row) contribute to driving the descent of the westerly and easterly phases of the QBO.485

Where we see the biggest impact of vertical grid spacing within CAM is on the role of486

the resolved waves in driving the descending westerly phase. In ERA5, the E-P flux di-487

vergence is positive throughout the depth of the stratosphere during the months prior488

to the transition of the equatorial winds from easterly to westerly. This is not well rep-489

resented with a coarse vertical resolution, e.g., compare ERA5 and dz1000 in row 2 of490

Fig. 2. However, this is a feature that improves considerably as the resolution increases.491

The role of the resolved waves in driving the descending westerly phase becomes increas-492

ingly important in the lower stratosphere as we move toward higher resolution and the493

resolved waves start to play a greater role in the upper stratosphere as well. The model494

is still deficient in the magnitude of the contribution from resolved waves relative to ERA5495

above 70 hPa, particularly in the upper stratosphere, but the dz500 and dz400 cases are496

improved compared to the lower resolutions.497

The equatorial wave driving in the different resolutions can be compared more quan-498

titatively in Fig. 4a which shows the tendency of the zonal-mean zonal wind due to the499

divergence of the E-P flux (Eq. 2) averaged over the 90 days prior to the transition from500

easterly to westerly at each level. This acceleration due to resolved waves increases more501

or less monotonically as a function of resolution. In the lower stratosphere, as we move502

from dz1000 to dz400 the acceleration of the westerlies due to resolved waves increases,503

although the higher resolutions tend to actually show a greater acceleration than ERA5.504

Higher up, the dependence on resolution is less systematic but, in general, the dz500 and505

dz400 cases show a greater acceleration of the westerlies due to resolved waves, although506

they both show a smaller magnitude compared to ERA5.507

Latitude-pressure cross sections of the resolved wave driving for the 90 days prior508

to and after the transition from easterlies to westerlies at 50 hPa (Fig. 5) further demon-509

strate the dependence of the resolved wave driving on resolution throughout the trop-510

ics. Prior to the transition to westerlies at 50 hPa, the westerly acceleration due to re-511

solved waves systematically increases with resolution. This brings the higher resolution512

grids closer to ERA5, yet all configurations show weaker tendencies than ERA5 indicat-513

ing that either the model behavior has not yet converged with 400-m resolution or that514

there is another issue with the representation of wave forcing from below, for example,515
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Figure 4. (a) Composites of the zonal-mean zonal wind tendency due to resolved waves

(Eq. 2) for ERA5 and the 140-km top simulations for the 90 days prior to the transition from

easterly to westerly determined separately at each level. (b) is as (a) but for vertical E-P flux

component Fz.

insufficient forcing from higher-frequency Kelvin waves (Ricciardulli & Garcia, 2000).516

After the transition to westerlies at 50 hPa (Fig. 5, bottom row) the resolved waves in517

ERA5 continue to provide a westerly acceleration that acts to maintain the lower strato-518

spheric westerlies. This westerly acceleration is absent in the lowest resolution model con-519

figurations, but emerges in the higher resolution cases. In fact, there is some indication520

that the dz500 and dz400 cases then have too much westerly acceleration from resolved521

waves after the transition to westerlies in the lower stratosphere (below about 70 hPa)522

compared to ERA5. The westerly acceleration that persists after the transition to west-523

erlies in the lower stratosphere is likely playing a role in the more prolonged lower strato-524

spheric westerly phase at high resolution compared to lower resolutions, leading to the525

asymmetry in the persistence of QBO phases of opposite sign in both the lower and up-526

per stratosphere.527

The resolved wave driving that occurs prior to the transition to westerlies stems528

primarily from convergence of the (negative) vertical E-P flux associated with upward529

propagating Kelvin waves. The bottom row of Fig. 2 shows that, as resolution increases,530

so too does the magnitude of the negative Fz in the months prior to the QBO transi-531

tion. This can be seen more quantitatively in Fig. 4b where there is a clear dependency532

on vertical grid spacing of the magnitude of the negative upward Fz prior to the tran-533

sition to westerlies. Again, the dz500 and dz400 cases are still deficient in the magnitude534

of the negative Fz compared to ERA5, but they are improved compared to the lower res-535

olutions.536

We further verify the impact of dz on the representation of equatorial Kelvin waves537

and their associated momentum fluxes by considering wavenumber-frequency cospectra538

or power spectra during the approximately 90 days prior to the transition from easterly539

to westerly at 50 hPa (see section 3.3). The vertical eddy momentum flux (u′ω′) is the540

main contributor to the vertical component of the E-P flux (Eq. 4) in the tropics and541

panels (a)-(h) of Fig. 6 show the wavenumber-frequency cospectra of u′ω′ for waves that542

are symmetric about the equator. Waves that are anti-symmetric about the equator do543

not play much role in this transition from easterly to westerly QBO (supplemental Fig.544
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Figure 5. Latitude-pressure cross sections of the zonal-mean zonal wind tendency due to re-

solved waves (Eq. 2 in color shading) and the zonal-mean zonal wind (in contours with a contour

interval of 4 ms−1 and dashed contours being negative and solid contours being zero or positive).

The top panels show the composites for the 90 days prior to the transition to westerlies at 50

hPa and the bottom panels show the composites for the 90 days after the transition to westerlies

at 50 hPa.

S3 shows the same but for the anti-symmetric waves). Figure 6 makes it clear that as545

resolution is increased in CAM, the negative u′ω′, which dominates Fz increases to be-546

come closer to the magnitude of the momentum flux found in ERA5 in the Kelvin wave547

portion of this wavenumber-frequency space (see the diagonal gray lines at positive wavenum-548

bers). A similar dependency on vertical resolution can be seen in the power spectra of549

the eddy vertical velocity in Fig. 6(i)-(p) indicating that the amplitude of the Equato-550

rial Kelvin waves in the lower stratosphere is increased with higher resolution and be-551

comes more aligned with that in ERA5. It makes sense that we should see enhanced power552

and associated momentum flux in the Kelvin wave portion of the spectra with increas-553

ing vertical resolution, given that these waves are typically characterized by relatively554

fine vertical scales and are, therefore, likely subject to more numerical dissipation at lower555

vertical resolutions (Holt et al., 2016; Vincent & Alexander, 2020). Indeed, this depen-556

dence on resolution is likely also apparent in the differences between the reanalysis datasets557

as the lower resolution JRA55 and MERRA2 have reduced Kelvin wave activity com-558

pared to ERA5 (supplemental Fig. S4).559

Overall, these results suggest that there are improvements in the representation of560

the QBO with increased resolution both in the amplitude and the asymmetry in the du-561

ration of easterly versus westerly phases. This is likely related to an improvement in the562

role of resolved waves in driving both the descent of the westerly phase and the persis-563

tence of the westerly phase in the lower stratosphere. The results for the dz ∼500 and564

dz ∼400 cases are similar suggesting that any improvements to be seen by going to dz ∼400565

may not be worth the increased computational cost. On the other hand, the improve-566

ments in the representation of resolved wave driving of the QBO throughout the depth567

of the stratosphere with dz ∼500 compared to lower resolutions suggest that it may be568

the preferable choice for balancing improvements in the representation of the QBO with569

computational expense.570
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Figure 6. (a)-(h) Cospectra of the zonal-mean vertical eddy momentum flux at 50 hPa (u′ω′)

averaged over 5◦S to 5◦N for motions that are symmetric about the equator expressed as a flux

per 0.01 day−1 frequency by 1 wavenumber bin, calculated over the approximately 90 days prior

to the transition from easterly to westerly at 50 hPa (see section 3.3 for the method). Left shows

ERA5 and the panels show, from left to right, dz1000 to dz400. Note the non-linear contour in-

terval. (i)-(p) are as (a)-(h) but showing the power spectra of ω on a logarithmic scale. The gray

curves depict the dispersion curves for Kelvin waves, inertio-gravity waves, and equatorial Rossby

waves for equivalent depths of 12, 25, and 50 m following Wheeler and Kiladis (1998), although

the inertio-gravity wave curve for equivalent depth of 50 m lies outside of the plotting range.

Gray shading is present at wavenumbers that are unresolved by the cospectra analysis.

4.1.2 Climatologies of tropical wave activity571

In the above, we have demonstrated the impacts of vertical resolution on the waves572

that drive the QBO. Here we present the impacts of vertical resolution on tropical waves,573

climatologically over the number of years quoted in Table 1.574

The power spectra for the component of the eddy vertical pressure velocity which575

is symmetric about the Equator (Fig. 7) highlights Kelvin waves, inertio-gravity waves,576

equatorial Rossby waves and, in the troposphere, the MJO. In the stratosphere (top row577

of Fig. 7) with increasing vertical resolution, there is greater power in the Kelvin wave578

part of the spectrum, aligned with what was seen for the easterly to westerly transition579

composites for the QBO. What is more apparent in these climatological power spectra580

is also the increase in power of the inertio-gravity waves with increasing resolution, as581

represented by the increase in power at frequencies greater than around 0.3 day−1 over582

a wide range of wavenumbers. In general, for the stratospheric symmetric power spec-583

tra, increasing resolution pushes the model more toward ERA5. Notably, the lower ver-584

tical resolution reanalyses (JRA55 and MERRA2) have reduced Kelvin wave and inertio-585

gravity wave activity compared to ERA5 (supplemental Fig. S5). In the troposphere the586

background power dominates so the bottom row of Fig. 7 shows the 500 hPa ω′ω′ spec-587

tral normalized by the background. It can be seen that there is little dependence of tro-588

pospheric Kelvin wave power on resolution and there is a deficit of power at high fre-589

quencies, regardless of vertical resolution, consistent with there being a missing source590

of waves from below (Ricciardulli & Garcia, 2000). There are hints at greater power in591

the MJO part of the spectrum (small positive wavenumbers and low frequencies) at higher592

resolution and this will be returned to below.593
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The power spectra for the component of the eddy zonal wind that is antisymmet-594

ric about the Equator (Fig. 8) highlights MRG waves. In the stratosphere (top row of595

Fig. 8) it is clear that enhanced vertical resolution leads to greater power in these waves.596

In contrast to the symmetric spectra, this enhanced power at higher vertical resolution597

pushes the model further away from ERA5, and these waves are also in better agreement598

among the reanalyses products (supplemental Fig. S5). As in the symmetric spectra, in599

the troposphere the background dominates and this background shows increasing power600

with resolution, on the high frequency end of the spectrum (not shown). Normalizing601

by this background, however, reveals that there is little systematic dependency of the602

power of the tropospheric MRG waves and inertio-gravity waves on resolution (bottom603

row of Fig. 8).604

Why then do the stratospheric MRG waves show such a strong dependency on ver-605

tical resolution? Garcia and Richter (2019) argued using the 110-level WACCM that the606

QBO winds are barotropically unstable resulting in the generation of MRG waves in-situ607

in the stratosphere. According to this argument these waves are actually generated in608

the stratosphere, as opposed to propagating upward from below. In Fig. 9 we investi-609

gate whether the changes in the QBO that arise with increasing vertical resolution lead610

to a greater prevalence of barotropic instability, thereby enhancing MRG activity. The611

figure shows composites lagged relative to the time when the QBO transitions from east-612

erly to westerly using 100-day running segments separated by 50 days. The zonal-mean613

MRG activity is calculated in each 100-day segment by first filtering the zonal wind to614

retain only the zonal wavenumbers from −6 to +3 and the frequencies between 0.2 and615

0.4 day−1 (see Blue box in the top left panel of Fig. 8) and then calculating the stan-616

dard deviation of this filtered zonal wind across the 100 days before taking the zonal av-617

erage. The standard deviation of MRG filtered zonal wind increases with increasing ver-618

tical resolution, particularly at the edges of the QBO westerly jet (compare Fig. 9 mid-619

dle and left columns). Aligned with the hypothesis of Garcia and Richter (2019) the great-620

est MRG activity occurs during the times when the zonal-mean barotropic vorticity gra-621

dient at the edges of the QBO westerly jet has the greatest probability of being nega-622

tive (Fig. 9, right column). Furthermore, in the model, with increasing vertical resolu-623

tion, the structure of the QBO winds is such that there is an increasing probability of624

a negative barotropic vorticity gradient, which is likely generating more MRG waves in-625

situ in the stratosphere. This contrasts with ERA5 where there is a much reduced prob-626

ability of negative barotropic vorticity gradients (Fig. 9c) and weaker MRG activity (Fig.627

9b) compared to the higher resolution simulations. This weaker wave generation is likely628

because the QBO winds are broader in latitude and, therefore, the curvature of the zonal629

wind is reduced. Pahlavan, Wallace, et al. (2021) previously also demonstrated a lesser630

role for MRG waves in the QBO of ERA5 compared to in WACCM. They hypothesize631

that the reason barotropic instability, and associated MRG waves, may be less preva-632

lent in ERA5 compared to WACCM is because of differences in the gravity wave drag633

parameterizations and the assimilation in ERA5 which introduces a constraint on the634

large scale flow. They argue that in WACCM the gravity waves tend to drive unstable635

flow, in contrast to ERA5’s gravity wave drag which tends to act to reduce instability636

by weakening and broadening the QBO westerly jet (Pahlavan, Fu, et al., 2021).637

Returning now to the dependence of the MJO on vertical resolution, hinted at in638

Fig. 7, we show the standard deviation of the MJO-filtered 500 hPa vertical (pressure)639

velocity (ω) during DJF in Fig. 10. Here, the daily averaged ω has been filtered to re-640

tain only zonal wavenumbers 1 to 5 and periods between 20 and 100 days. The standard641

deviation across days in each DJF season is then calculated and the average of that stan-642

dard deviation across DJF seasons is obtained. This demonstrates a very clear depen-643

dence of the variance in ω on these time and spatial scales on resolution, particularly in644

the region East of Australia. The variance increases, but it also shifts slightly poleward,645

to become more aligned with what is seen in ERA5 with higher resolution, although to646

the west of Australia all resolutions are deficient in MJO variance. Enhanced variance647
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Figure 7. Power spectra of the component of the eddy vertical (pressure) velocity (ω′) that is

symmetric about the Equator, averaged from 5◦S to 5◦N. (Top row) at 50 hPa on a logarithmic

scale, (bottom row) at 500 hPa after normalizing by the background (Wheeler & Kiladis, 1998).

In the bottom row the power spectrum is smoothed with a two-dimensional Gaussian filter with

a standard deviation of 1. The gray curves show the dispersion curves for Kelvin waves, inertio-

gravity waves, and equatorial Rossby waves for equivalent depths of 12, 25, and 50 m and the

gray shaded region depicts wavenumbers that are not resolved by the cospectra analysis.

in vertical velocity with increasing resolution might be expected due to the reduction in648

diffusive errors in the dynamical core’s vertical remapping scheme (Lin, 2004) and/or649

improved representation of tropical waves of fine vertical scale and their role in the MJO650

with increasing resolution.651

In summary, vertical resolution is found to lead to enhanced power in the Kelvin652

wave, inertio-gravity wave and MRG wave parts of the spectrum in the lower stratosphere.653

Taking ERA5 as the observational baseline, the enhanced power is an improvement for654

the Kelvin waves and the inertio-gravity waves, but is a degradation for the MRG waves,655

and this degradation likely arises due to increased barotropic instability of the QBO winds656

at higher resolution - a feature that is not so apparent in ERA5. Insofar as these MRG657

waves are a result of the QBO, as opposed to a driver of the QBO, this bias may not ac-658

tually impact the simulation of the QBO itself(Garcia & Richter, 2019). There is also659

a clear dependency of the vertical motion associated with the MJO on resolution, with660

enhanced power at higher resolution, particularly in the region to the east of Australia,661

which leads to an improvement in this metric of the MJO when compared with ERA5,662

although all resolutions remain deficient in this metric in the Indian Ocean.663

4.1.3 Stratospheric water vapor664

Stratospheric water vapor also exhibits a strong sensitivity to vertical resolution665

(Fig. 11). As the resolution increases, the minimum in zonal-mean temperature in the666

upper-troposphere lower-stratosphere (UTLS) region decreases during the dry phase of667

the water vapor tape recorder (not shown) and the water vapor entering the stratosphere668

also reduces (Fig. 11). This dependence of stratospheric water vapor on resolution does669

mean that the higher resolution configurations are actually more biased compared to ob-670

servations. However, there are various ways in which the stratospheric water vapor can671

–19–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

-10 0 10
Wavenumber

0

0.1

0.2

0.3

0.4

0.5

Fr
eq

ue
nc

y 
(d

ay
1 )

ERA5

-10 0 10
Wavenumber

dz1000

-10 0 10
Wavenumber

dz900

-10 0 10
Wavenumber

dz800

-10 0 10
Wavenumber

dz700

-10 0 10
Wavenumber

dz600

-10 0 10
Wavenumber

dz500

-10 0 10
Wavenumber

dz400

-3.0
-2.7
-2.4
-2.1
-1.8
-1.5
-1.2

x 
of

 1
0x  u

'u
' (

m
2 s

2 )

-10 0 10
Wavenumber

0

0.1

0.2

0.3

0.4

0.5

Fr
eq

ue
nc

y 
(d

ay
1 )

ERA5

-10 0 10
Wavenumber

dz1000

-10 0 10
Wavenumber

dz900

-10 0 10
Wavenumber

dz800

-10 0 10
Wavenumber

dz700

-10 0 10
Wavenumber

dz600

-10 0 10
Wavenumber

dz500

-10 0 10
Wavenumber

dz400

0.2

0.4

0.6

0.8

1.0

1.2

u'
u'

 (u
ni

tle
ss

)

Antisymmetric, u'u', 50hPa

Antisymmetric, u'u', 500hPa, normalized by background

Figure 8. Power spectra of the component of the eddy zonal wind (u′) that is antisymmet-

ric about the Equator, averaged from 5◦S to 5◦N. (Top row) at 50 hPa on a logarithmic scale,

(bottom row) at 500 hPa after normalizing by the background (Wheeler & Kiladis, 1998). In the

bottom row the power spectrum is smoothed with a two-dimensional Guassian filter with a stan-

dard deviation of 1. The gray lines show the dispersion curves for mixed Rossby-gravity waves for

equivalent depths of 12, 25, and 50 m and the gray shading masks out wavenumbers that are not

resolved in the cospectra. The blue box in the top left panel shows the wavenumber-frequency

range used for filtering in Fig. 9.

be tuned and in subsequent development versions of CAM, it has been possible to pro-672

duce reasonable stratospheric water vapor climatologies with high vertical resolution (not673

shown). For example, we’ve found that increasing the convective time-scale in the Zhang-674

McFarlane deep convection scheme moistens the lower stratosphere.675

4.1.4 Summary of vertical resolution impacts in the 140-km top sim-676

ulations677

In summary, in the 140-km top simulations, vertical resolution has a substantial678

impact on the QBO, waves and water vapor in the Equatorial stratosphere. Most of these679

impacts are positive. As we move toward higher resolution, resolved waves have a greater680

role in driving the QBO, especially Kelvin waves. Associated with this, the QBO extends681

deeper into the lower stratosphere and the asymmetry in the duration of the phases of682

the QBO appears with the westerly phase persisting longer in the lower stratosphere and683

the easterly phase persisting longer above. The enhanced resolution leads to more re-684

alistic amplitudes of Kelvin waves in the lower stratosphere and associated more real-685

istic driving of the QBO by these waves. There also appears to be increased intrasea-686

sonal variance in the troposphere at the spatial and temporal scales associated with the687

MJO which is an improvement compared to ERA5, but the spatial structure of this vari-688

ance is still deficient. However, as will be shown below, this spatial structure is improved689

in coupled simulations compared to the AMIP simulations used here. The enhanced am-690

plitude of the QBO in the lower stratosphere does seem to be associated with a greater691

prevalence of barotropically unstable states, as found by Garcia and Richter (2019), which692

is connected with an increase in MRG activity. Both the presence of barotropically un-693

stable states and the MRG activity seems to be over-done at the higher resolutions com-694

pared to ERA5. Stratospheric water vapor also degrades with increased resolution but695
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Figure 9. Composites of zonal-means of 100-day running averages separated by 50 days rela-

tive to the time at which the QBO transitions from easterly to westerly at 50 hPa (section 3.2).

(left) Zonal-mean zonal wind at 50 hPa. (middle) The zonal-mean of the standard deviation of

zonal wind at 50 hPa after filtering for MRG waves, i.e., retaining only zonal wavenumbers −6 to

+3 and frequencies between 0.2 and 0.4 day−1 (see blue box in Fig. 8). (right) the zonal-mean

barotropic vorticity gradient (shading) and the probability (percentage of days) of the zonal-

mean barotropic vorticity gradient being negative. The zonal-mean barotropic vorticity gradient

is given by β − uyy where the β parameter is the derivative of the Coriolis parameter with respect

to latitude and uyy is the second derivative of the zonal wind with respect to latitude.
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December 31st 2021. The remaining panels show the 140-km top simulations from lowest to high-

est resolution.

there are other ways in which this can be tuned to lead to more realistic values. Over-696

all, we consider the improvements in Kelvin waves and their role in driving the QBO and697

the overall QBO structure to be strong motivations for choosing a vertical resolution in698

the realms of the dz500 case.699

4.2 What happens to the QBO if we lower the model top to 80 km and700

further degrade the resolution in the stratosphere?701

There are two primary motivations for lowering the model top to about 80 km: (1)702

computational efficiency, particularly if we choose to reduce dz given the benefits this703

has to the QBO, and (2) ease of initialization of forecasts from reanalysis datasets. We704

therefore, now investigate whether the same conclusions can be drawn as to the repre-705

sentation of the QBO and the improvements associated with increasing resolution (de-706

creasing dz) when lowering the model top to 80 km using dz=800, 700, 600, and 500 m.707

The same QBO composite analysis as in Fig. 2 is shown for the 80-km top cases708

in Fig. 12 and the QBO amplitude for these cases shown in Fig. 13a can be compared709

with that of the 140-km top cases in Fig. 3. The equivalents of Figs. 4 to 6 for these 80-710

km cases are also shown in supplemental Figs. S6 to S8. The representation of the QBO711

is very similar between the 140-km model top and the 80-km model top and the same712

conclusions can be drawn as to the improvements associated with resolved waves driv-713

ing the descending westerly phase of the QBO with increasing resolution. There are marked714

improvements in the representation of the resolved wave drag prior to the transition from715

easterlies to westerlies in going from dz ∼600 to dz ∼500 with both the 140-km model716

top and the 80-km top (Figs. 2 and 12, 2nd row). This suggests that, at least as far as717

the QBO is concerned, the model top can be lowered to 80 km without major detrimen-718

tal effects. This will also be verified for polar vortex representation in section 6.719
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Figure 13b demonstrates that issues arise if the resolution is tapered to coarser grid720

spacings too low in the stratosphere. This shows the results of the sensitivity experiments721

with the degradation of vertical resolution to 6 km beginning at three different heights722

(Fig. 1d). It is clear that if the resolution is degraded at too low a level in the lower strato-723

sphere, the QBO amplitude decreases considerably in the mid- and upper-stratosphere.724

5 The chosen grid725

Despite some other features that appear to degrade with increased resolution, such726

as the power in the MRG waves, we consider the improvements in the Kelvin waves and727

their role in driving the QBO to be sufficient motivations to choose a grid spacing of 500728

m in the troposphere and lower stratosphere for CAM7. The more incremental improve-729

ments in tropical wave activity and its role in the QBO by going to an even finer res-730

olution in the 400-m case was deemed to not be worth the additional computational ex-731

pense. It is clear that reducing the resolution too much in the stratosphere can degrade732

the simulation of the QBO (Fig. 13b) and, in addition, to allow the possibility for WACCM733

to be built on top of CAM, it was concluded that it is preferable to not degrade the res-734
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Figure 12. As Fig. 2 but for the simulations with the model top at ∼80 km. Composites

of monthly averaged fields, area averaged from 5◦S to 5◦N and lagged relative to the month at

which the zonal-mean zonal wind area averaged from 5◦S to 5◦N at 50 hPa transitions from

easterly to westerly. The left column shows ERA5 and the remaining columns show the simu-

lations with the 80-km model top and dz ranging from 800 m on the left to 500 m on the right.

(top) zonal-mean zonal wind and the black horizontal line shows the 80 hPa level to guide the

eye. (2nd) zonal-mean zonal wind tendency due to resolved waves, i.e., the E-P flux divergence

(Eq. 2). (3rd) zonal-mean zonal wind tendency due to gravity waves in the model, and (bottom)

the upward component of the E-P flux Fz.
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Figure 13. As Fig. 3 but for the simulations with the 80-km top. (a) The Dunkerton and

Delisi (1985) QBO amplitude for ERA5 (black) and the 80-km top simulations with the model

top lowered relative to the 140-km top simulations but no additional tapering, using area aver-

aged 5◦S to 5◦N zonal-mean zonal wind. The inset zooms in on the region outlined by the gray

box. (b) is as (a) but for the 80-km top simulations with dz500 and additional tapering of the

resolution to 6 km at the model lid where the tapering begins at various heights, as summarized

in the “80-km tapering experiments” section of Table 1 with the grids shown in Fig. 1d. Three

reanalyses (ERA5, JRA55, and MERRA2) are shown in black.

olution beyond half a scale height (approximately 3.5 km) as this is the desired resolu-735

tion for WACCM in the upper stratosphere and mesosphere.736

Taken together, all these considerations have led to the final grid choice for the “mid-737

top” (MT) version of CAM7 shown in Fig. 14a (red). This has 500-m grid spacing in738

the troposphere, which then tapers off to a resolution of 3.5 km at about 45 km height.739

This 3.5 km grid spacing is then maintained up until the last three layers in which the740

resolution is degraded further since these lie within the sponge layer anyway.741

In addition to these changes in the free tropospheric and stratospheric resolution742

motivated by the above analysis, the resolution is further increased in the lower tropo-743

sphere (boundary layer). While the changes to the boundary layer resolution are not the744

focus of this study, we briefly summarize them here to provide a complete summary of745

CAM7’s vertical grid. The changes to the boundary layer are shown in the inset of Fig.746

14a and the lowest model level is lowered to be around 17 m (CAM6’s lowest model level747

was around 52 m). As noted in the Introduction, there are multiple motivations for in-748

creasing resolution near the surface (see also McTaggart-Cowan et al. (2019)). Addition-749

ally, as can be seen in Fig. 14a, the CAM6 vertical grid spacing changed non-smoothly750

near 850 hPa. Considering the simple finite differencing done in the vertical in many of751

the atmospheric parameterizations, this non-smooth grid may introduce numerical er-752

ror which may be alleviated by a more smoothly varying grid (e.g., Sudqvist & Veronis,753

1970). Therefore, a stretched-grid algorithm was applied to distribute 10 additional lev-754

els below about 700 hPa such that the grid spacing increases and smoothly merges with755

the mid-tropospheric grid of the 83-level configuration to be discussed next (Fig. 14a in-756

set). The end result of combining these enhancements in the boundary layer with the757

increased resolution in the free troposphere and stratosphere is a model that has 93 lev-758

els.759

For tuning purposes and for users wishing to reduce the computational expense,760

a “low-top” (LT) 58-level configuration will also be made available (Fig. 14a, blue) in761

which the resolution tapers more drastically from the upper troposphere to a model lid762

at about 40 km, i.e., similar to CAM6’s model top. The grid spacing below about 9 km763
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Figure 14. (a) Vertical grid spacing of the CAM7 configurations: the mid-top configuration

(MT) in red, and the low-top configuration (LT) in blue. The existing CAM6 and WACCM6

grids are also shown for reference. The inset highlights the boundary layer grid spacing and only

shows CAM7 (MT) and WACCM6 since they are the same as CAM7 (LT) and CAM6 in this

region. (b) The L83 grid which has the same grid spacing as the new CAM7 grid above 850 hPa

but the grid spacing of CAM6 below.

is the same in the MT and LT configurations so that the same tuning parameters for the764

physics schemes can apply to both.765

6 L83 simulations766

Changing the vertical resolution below about 850 hPa requires re-tuning of the model767

and some changes to the way in which the deep convection scheme behaves. Such changes768

will be present in CAM7 when it is released, along with a myriad of other changes such769

as the spectral-element dynamical core instead of the finite-volume dynamical core used770

in CAM6. As a result, CAM7 will be a rather different model from CAM6 and a clean771

assessment of the impacts of this new model grid will not be possible by simply compar-772

ing CAM7 with CAM6. We have, therefore, performed a suite of coupled historical and773

AMIP simulations using the new vertical grid, but without the additional levels in the774

boundary layer, described in section 2.3. This grid, referred to as L83, has 83 levels and775

is shown in Fig. 14b. The levels below 880 hPa match those of CAM6 but they transi-776

tion to the 500 m grid spacing above that and match the proposed grid for CAM7 at the777

point where CAM7’s grid spacing reaches 500 m. One of the coupled members and the778

AMIP simulations have already been analyzed by H.-K. Lee et al. (2024) to explore fu-779

ture projected changes in the QBO. This model has also been used to perform exper-780

iments for the QBO-intercomparison project (QBOi). Here, we use these simulations to781

demonstrate that the same improvements in the representation of the QBO are found782

as in the vertical resolution evaluation cases above, and also to show that the climatol-783

ogy and variability of the stratospheric polar vortices are improved compared to the low-784

top CAM6 and are more aligned with the behavior of WACCM6. In light of the fidelity785

of the QBO in this model, we also assess it for the existence of the QBO-MJO connec-786

tion.787
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6.1 The QBO788

Figure 15 shows composites of the zonal-mean zonal wind, the zonal mean zonal789

wind tendency due to resolved waves (Eq. 2), and the vertical component of the E-P flux790

lagged relative to the month when the QBO winds at 50 hPa transition from easterly791

to westerly, analogous to those shown in Figs. 2 and 12 but now for the L83 simulations.792

The QBO in the AMIP simulations (Fig. 15a-c) is rather similar to that in the vertical793

resolution sensitivity experiments presented above, with an important role for resolved794

waves in driving the transition from easterly to westerly, a QBO amplitude that is com-795

parable to ERA5 (Fig. 15g), and a period that is also rather similar to ERA5 with a longer796

easterly phase than westerly phase in the upper stratosphere and vice-versa in the lower797

stratosphere. The coupled simulations similarly have an important role for resolved waves798

in driving the descending westerly phase and a good QBO amplitude. However, the QBO799

in the coupled simulations has a bit higher frequency than the AMIP simulations, likely800

due to differences in the representation of convectively generated gravity waves between801

them. Overall, the L83 grid, which is the CAM7 grid without changes to the boundary802

layer, has a good representation of the QBO in both coupled and AMIP mode and fur-803

ther refinements to the overall period may be possible with additional tuning of the grav-804

ity wave drag parameterizations.805
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Figure 15. The representation of the QBO in the L83 simulations. (a)-(f) show composites

of fields averaged from 5◦S to 5◦N lagged relative to the month at which the zonal-mean zonal

wind averaged from 5◦S to 5◦N at 50 hPa transitions from easterly to westerly. (a) zonal-mean

zonal wind, (b) E-P flux divergence (Eq. 2), and (c) vertical component of the E-P flux Fz for

the AMIP simulations using 1979 to 2020. (d)-(f) are as (a)-(c) but for the coupled simulations

using 1980 to 2023. (g) The Dunkerton and Delisi (1985) QBO amplitude for the reanalyses

(black lines) and the three L83 AMIP members for 1979 to 2020 (green) and the three L83 cou-

pled members for 1979 to 2023 (blue).

6.2 Other aspects of the stratospheric circulation806

Figure 16 provides a comparison of the representation of the stratospheric polar807

vortices between the L83 simulations, the WACCM6 simulations, LENS2, and the re-808

analyses. This allows us to assess how this new grid with its 80-km model lid compares809
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to the WACCM6 and LENS2 simulations with lids at ∼140 km and ∼40 km respectively.810

For the wintertime climatologies (Fig. 16a-f), the L83 simulations and WACCM6 are very811

similar. The biases that exist in L83 are similar to those in WACCM6, namely a South-812

ern Hemisphere polar vortex that is too strong and westerlies that are too weak in the813

“neck” region between the tropospheric jet and the NH polar vortex.814

For the polar vortex strength, L83 is, however, considerably improved compared815

to the low-top LENS2, as can be seen from the seasonal cycle of 10 hPa zonal-mean zonal816

wind averaged over 60◦ to 70◦ of latitude (Fig. 16g and h). Both the SH and NH po-817

lar vortices are too strong in LENS2. Both WACCM6 and L83 are much closer to the818

reanalyses, with a much smaller strong bias in the SH and a weak bias during the early819

winter in the NH leading to a maximum strength that peaks too late in the season, but820

L83 mostly lies within the WACCM6 range.821

Figures 16i and j show the standard deviation of daily zonal-mean zonal wind. The822

variability in the SH vortex maximizes during the spring as the vortex breakdown oc-823

curs and this is relatively well represented in all simulations, including LENS2. In the824

NH, however, the low-top LENS2 simulations have too much variability during the late825

winter, which is improved in WACCM6 and L83. Both L83 and WACCM6 exhibit slightly826

reduced zonal wind variability in the mid-winter compared to reanalyses but they are827

very similar to each other and L83 lies within the WACCM6 range, albeit close to its828

upper limits. While the quantification of stratospheric sudden warming (SSW) frequency829

is subject to considerable uncertainty over the single observational record (as indicated830

by the range of values from LENS2 in Fig. 16k) there is general agreement in the SSW831

statistics between WACCM6 and the L83 configuration (Fig. 16k). Both underestimate832

the SSW frequency in January and February, in agreement with the reduced variance833

in polar vortex winds relative to observations (Fig. 16j) and both may be overestimat-834

ing the SSW frequency in March, perhaps related to the polar vortex being stronger dur-835

ing this month than in observations leading to a higher chance of having an SSW that836

then recovers again prior to the final breakdown.837

The Transfomrmed Eulerian Mean mass stream function is also rather similar be-838

tween WACCM6 and L83 and both agree well with ERA5 reanalysis, in contrast to the839

low-top LENS2 in which the TEM streamfunction is stronger than observed in both NH840

and SH winter and is significantly distorted near the model top (Fig. 17).841

Overall, these results suggest that the representation of other aspects of the strato-842

spheric circulation is similar between L83 and WACCM6, indicating that a model top843

at 80 km does not lead to substantial degradations in features of the stratospheric cir-844

culation compared to the 140-km top of WACCM6, but at the same time it leads to im-845

provements over the 40-km top of CAM6.846

6.3 The QBO-MJO connection847

In light of the improved fidelity of the QBO representation within the L83 config-848

uration, we now assess the coupled and AMIP ensembles for their representation of the849

QBO-MJO connection. The QBO-MJO connection was first identified by Yoo and Son850

(2016). In reanalysis products they found that, during boreal winter, various MJO met-851

rics indicate that the MJO is stronger than average during easterly QBO and weaker than852

average during westerly QBO. This connection is, however, not represented in free run-853

ning ESMs (J. C. K. Lee & Klingaman, 2018; H. Kim et al., 2020; Z. K. Martin et al.,854

2023). It is weak (Abhik & Hendon, 2019; Z. Martin et al., 2020b) or insignificant (H. Kim855

et al., 2019) or absent (Andrews et al., 2023) in initialized hindcasts, and is still not well856

understood (Z. Martin et al., 2021).857

Figure 18 shows the standard deviations of the daily MJO-filtered (zonal wavenum-858

bers k=1-5 and periods 20-100 days), 500-hPa vertical velocity in isobaric coordinates859
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Figure 16. (a) Zonal-mean zonal wind during JJA for (a) ERA5, (b) the average of the 3-

member WACCM AMIP ensemble, and (c) the average of the 3-member L83 AMIP ensemble.

(d)-(f) are as (a)-(c) but for DJF. (g) Monthly climatologies of 10 hPa zonal-mean zonal wind

averaged from 60◦S to 70◦S. The green and blue shaded ranges show 95% confidence intervals

for WACCM6 AMIP and Coupled configurations determined by pooling together the years from

the three members and bootstraping N years with replacement 1000 times to obtain 1000 clima-

tologies for N year samples, where N is the number of years from 1979 to 2023 for the coupled

simulations and from 1979 to 2014 for the AMIP simulations. The 5th to 95th percentile range

across the LENS2 members is shown by the maroon shading. Reanalysis climatologies for 1979 to

2023 are shown in black and the climatologies for the L83 AMIP members from 1979 to 2014 are

shown in green and for the L83 coupled members from 1979 to 2023 are shown in blue. (h) is as

(g) but for the average from 60◦N to 70◦N. (i) and (j) are as (g) and (h) but showing the stan-

dard deviation of daily zonal-mean zonal wind for each month of the year determined by pooling

together the daily values for a given month across all years and then calculating the standard de-

viations. (k) shows the SSW frequency (per year) over 1979 to 2023 for ERA5, the 100 members

of LENS2 (thin salmon bars), the three WACCM coupled simulations (thick light blue bars), and

the three L83 coupled simulations (thick dark blue bars).
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Figure 17. The transformed Eulerian Mean (TEM) stream function. (a)-(d) shows the JJA

season for ERA5, WACCM6, L83, and LENS2 and (e)-(h) are the same but for the DJF season.

(σ(ω500)), computed for each DJF season and then averaged, as a metric of QBO vari-860

ability (as also shown in Fig. 10). In ERA5 (Fig. 17a), this highlights the MJO activ-861

ity that occurs around the maritime continent region to the north of Australia. We de-862

fine QBO easterly and westerly winters as those where the anomalies from climatology863

in the 5◦S to 5◦N DJF-averaged, zonal-mean zonal wind at 50 hPa are less than −0.5σ864

and greater than 0.5σ, respectively, where σ is the standard deviation of the DJF av-865

erages of 5◦S to 5◦N zonal-mean zonal wind. Figure 18d demonstrates the observed con-866

nection between the QBO and the MJO by showing the difference in σ(ω500), i.e., a met-867

ric of MJO variability, between the QBO easterly and westerly years for ERA5. During868

QBO easterly years there is more MJO-filtered variance in vertical velocity compared869

to westerly years. This is a similar connection to that found by Yoo and Son (2016) ex-870

cept they used Outgoing Longwave Radiation (OLR). We show the same figure but for871

OLR in supplemental Fig. S9 and similar conclusions can be drawn using that variable872

although there is greater disagreement among the reanalyses.873

The climatological MJO-filtered σ(ω500) in the coupled L83 simulations is repre-874

sented reasonably well but with some overestimation in the Indian Ocean (Fig. 18b). In875

contrast, σ(ω500) is underestimated in the Indian Ocean in the AMIP simulations and876

is weaker over the Maritime Continent and to the northeast of Australia than in both877

ERA5 and the L83 coupled simulations (Fig. 18c). However, compared to the large scale878

circulation that we have examined here, the thermodynamics-based decomposition and879

pattern correlation of the MJO (convection, clouds, radiation) tends to perform more880

poorly (Li, 2022) and further examination of this is beyond the current scope. Consid-881

ering now the difference between the QBO easterly and westerly phases, while ERA5 shows882

a significant increase in σ(ω500) over the Indian Ocean and Maritime Continent regions883
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during QBO easterly compared to westerly (Fig. 18d), this is not found in the coupled884

(Fig. 18e) or AMIP (Fig. 18f) simulations.885

Since the coupled simulations extend from 1850 to 2100, and prior studies have ar-886

gued that the QBO-MJO connection may have only appeared in more recent decades887

as a result of the greenhouse gas influence on the atmospheric temperature structure (Klotzbach888

et al., 2019), we further assess the difference in σ(ω500) between QBO easterly and west-889

erly years in running 45-year segments over the entire simulation length to determine whether890

there is any growth in the signal as the greenhouse gas forced signal increases, or whether891

there are any 45-year segments that, by chance, exhibit as big of a signal as seen in re-892

analyses. Figures 18g and h make it clear that there are no 45-year segments in the sim-893

ulations that produce as large of a difference between QBO easterly and westerly as seen894

in the reanalyses and there are no systematic variations in the strength of this difference895

over time. It is clear, therefore, that despite this model now having an improved repre-896

sentation of the QBO, the relationship between the QBO and MJO activity is still ab-897

sent.898

Randall et al. (2023) recently argued that the QBO-MJO connection may arise through899

a connection with tropical SSTs given that in the observational record there is a preva-900

lence of La Niña conditions in easterly QBO years compared to westerly years. They ran901

some simulations with prescribed SSTs that were representative of observed QBO east-902

erly and westerly years and suggested there may be slightly more MJO activity during903

QBO easterly years as a result of those SSTs. We can use our AMIP simulations to also904

check for this potential pathway by compositing years based on the observed QBO as905

opposed to the modelled QBO to look at the composite difference in MJO activity be-906

tween those years that have the same SSTs as in observed QBO easterly and westerly907

years. While there is clearly La Niña-like conditions in the observed QBO easterly years908

compared to westerly years (supplemental Fig. S10a), there is no evidence of this hav-909

ing a significant impact on MJO activity (supplemental Figs. S10b and c).910

7 Conclusions911

CAM7 will have enhanced vertical resolution and the “workhorse” version will have912

a raised model lid compared to its predecessors. Here, we have presented a series of sim-913

ulations that informed the decision regarding this enhanced resolution and used them914

to demonstrate the impacts of vertical resolution on the QBO and other features of the915

tropical atmosphere. As vertical resolution in the free troposphere and lower stratosphere916

is increased, the role of the resolved Kelvin waves in driving the QBO is enhanced, as917

are the amplitudes of equatorial Kelvin waves in the lower stratosphere. The QBO am-918

plitude in the lower stratosphere is increased, but associated with this is also an increase919

in barotropically unstable states and an increase in MRG activity generated through this920

instability, associated with a narrow QBO westerly jet. This is not seen to the same de-921

gree in reanalyses. Overall, the improvements in the role of the resolved waves in driv-922

ing the QBO motivated a choice of vertical grid spacing of 500 m throughout the free923

troposphere and lower stratosphere, aligned with the previous conclusions of Garcia and924

Richter (2019). For basic features of the stratospheric circulation, a model lid at approx-925

imately 80 km was found to produce a similar representation to the 140-km lid WACCM926

configuration, motivating an overall choice of a raising of CAM’s model lid to 80 km. De-927

spite the enhancements in the representation of the QBO that come with this new grid,928

the series of coupled and AMIP simulations described here do not capture the observed929

QBO-MJO connection. These simulations are now freely available to anyone who wishes930

to use them to explore climate variability and change in the presence of a relatively well931

resolved stratosphere.932

The final grids for CAM7 described in section 5 will also include enhanced reso-933

lution between the surface and around 700 hPa and a lowering of the lowest model level.934
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Figure 18. The QBO-MJO connection using MJO-filtered 500-hPa vertical velocity variability

during DJF. (a)-(c) the climatological average standard deviation of the MJO-filtered vertical

velocity (σ(ω500)), computed as the standard deviation across days within the winter for each

year and then averaged across years for (a) ERA5 from 1979 to 2023, (b) Coupled L83 from 1979

to 2023, and (c) AMIP L83 from 1979 to 2020. (d)-(f) are as (a)-(c) but for the difference in

σ(ω500) between QBO easterly years and QBO westerly years. Stippling shows regions where

the composite difference is not statistically significant at the 95% level by a boostrapping test

where the QBO easterly and westerly years from the three members are pooled together and then

resampled with replacement 1000 times to produce 1000 QBO easterly minus westerly composites

with the same sample size as the original. (g) shows the difference in σ(ω500) between easterly

and westerly QBO averaged over the blue box in panels (d)-(f), i.e., 50◦E to 170◦E, 20◦S to 5◦N.

The blue lines show the values obtained using consecutive 45-year windows from 1850 to 2100,

i.e., the same length as the 1979 to 2023 ERA5 record. The green points show the L83 AMIP

simulations using the period 1979 to 2020 and the black points show the reanalyses over 1979 to

2023, with the horizontal line denoting the time range used in the computation. (h) Shows the

PDF of the difference in σ(ω500) between QBO easterly and westerly years for all the 45-year

segments shown in panel (g) along with the three reanalyses.
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We have not incorporated additional lower tropospheric levels into the analysis presented935

here because doing so would necessarily involve updates and re-tuning of the physical936

parameterizations and would, therefore, not allow for a clean examination of the impact937

of vertical resolution. Ultimately, once these additions to the boundary layer are incor-938

porated, a “mid-top” configuration with 93 levels and a model lid at approximately 80939

km and a cheaper “low-top” option with 58 levels and a model lid at around 40 km will940

each be available in CAM7, noting that all else being equal, computational expense scales941

approximately linearly with resolution. In the troposphere, the resolutions of these two942

grids will be the same in order to avoid tuning two separate configurations.943

Open Research Section944

The simulations using the L83 configuration are available for download from945

https://www.cesm.ucar.edu/working-groups/climate/simulations/cesm2-83level and this946

dataset has an associatd DOI:10.5065/S125-CA92. The CESM2 large ensemble is avail-947

able for download from https://www.cesm.ucar.edu/community-projects/lens2 and the948

CMIP6 WACCM simulations are available for download from the CMIP6 data portal949

https://aims2.llnl.gov/search/cmip6/. ERA5 is available to download from950

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5, MERRA2 from951

https://disc.gsfc.nasa.gov/datasets?project=MERRA-2 and JRA55 from http://jra.kishou.go.jp/JRA-952

55/index en.html. The SWOOSH water vapor dataset is available from https://csl.noaa.gov/groups/csl8/swoosh/.953

In addition, we will make all data available that is required to reproduce the figures of954

the manuscript on NCAR’s Geoscientific Data Exchange once the manuscript has un-955

dergone its first round of review.956

All analysis codes are available here: https://github.com/islasimpson/CAM7 vertres paper.957
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