
Why Do Modeled and Observed Surface Wind Stress Climatologies Differ
in the Trade Wind Regions?

ISLA R. SIMPSON AND JULIO T. BACMEISTER

Climate and Global Dynamics Laboratory, National Center for Atmospheric Research, Boulder, Colorado

IRINA SANDU AND MARK J. RODWELL

European Centre for Medium-Range Weather Forecasts, Reading, United Kingdom

(Manuscript received 18 April 2017, in final form 17 August 2017)

ABSTRACT

Global climate models (GCMs) exhibit stronger mean easterly zonal surface wind stress and near-surface

winds in the Northern Hemisphere (NH) trade winds than observationally constrained reanalyses or other

observational products. A comparison, betweenmodels and reanalyses, of the processes that contribute to the

zonal-mean, vertically integrated balance of momentum reveals that this wind stress discrepancy cannot be

explained by either the resolved dynamics or parameterized tendencies that are common to each. Rather, a

substantial residual exists in the time-mean momentum balance of the reanalyses, pointing toward a role for

the analysis increments. Indeed, they are found to systematically weaken the NH near-surface easterlies in

winter, thereby reducing the diagnosed surface wind stress. Similar effects are found in the Southern

Hemisphere, and further analysis of the spatial structure and seasonality of these increments demonstrates

that they act toweaken the near-surface flow overmuch of the low-latitude oceans in both summer andwinter.

This suggests an erroneous/missing process in GCMs that constitutes a missing drag on the low-level zonal

flow over oceans. This indicates either a misrepresentation of the drag between the surface and the atmo-

sphere or a missing internal atmospheric process that amounts to an additional drag on the low-level zonal

flow. If the former is true, then observation-based surface stress products, which rely on similar drag for-

mulations to GCMs, may be underestimating the strength of the easterly surface wind stress.

1. Introduction

Since the early days of global climate modeling and

numerical weather prediction, models have increased

substantially in resolution and complexity, pushing to-

ward an ever more realistic representation of Earth’s

atmosphere and climate. There are, however, certain

processes within the atmosphere that still cannot be

resolved with global models and are unlikely to be in the

near future, and so we must continue to rely on subgrid-

scale parameterizations to represent them. A continuing

necessity, therefore, is to ensure that these parameteri-

zations are faithfully representing the processes for

which they are intended. This is made all the more

challenging by the fact that many of these processes

cannot be extensively observed on a global scale.

One aspect that global climatemodels (GCMs) should

simulate with fidelity is the climatological characteristics

of the large-scale atmospheric circulation, including the

overall balances of momentum. This study is concerned

with the representation of processes that contribute to

this overall balance of momentum within the atmo-

sphere in GCMs. The climatological momentum bal-

ance that a GCM achieves will depend on the behavior

of the resolved large-scale flow, the subgrid-scale pa-

rameterizations, and the interaction between them. A

number of parameterizations play a key role in the

momentum balance of a GCM. First and foremost is the

vertical transfer of momentum between the atmosphere

and the solid earth and ocean achieved through surface

drag and subgrid-scale turbulent effects. Many models

also now include a representation of the nonlinear

blocking (Lott andMiller 1997) and turbulent form drag

(Beljaars et al. 2004) effects of subgrid-scale orography,

and, since the 1980s, orographic gravity wave drag

schemes have been implemented in most GCMs to

mimic the transfer of momentum into the upper at-

mosphere by orographically generated gravity wavesCorresponding author: Isla R. Simpson, islas@ucar.edu
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(Palmer et al. 1986; McFarlane 1987). Aside from

momentum transfers between the surface and the at-

mosphere, many models also include parameterized

representations of the vertical transfer of momentum

within the atmosphere itself, by convection (Zhang and

Cho 1991) and the gravity waves that it generates

(Richter et al. 2010).

The circulation climatology produced by a GCM

will depend on the mutual interaction between these

various components. How to configure these param-

eterizations to reach a climate that is representative

of the real world is not a solved problem, by any

means. This is readily apparent from the fact that

models vary widely in the relative partitioning of the

overall surface drag over land into boundary layer and

subgrid-scale orography components (Zadra 2015;

Sandu et al. 2016) and the overall stratospheric wave

driving into resolved flow and parameterized compo-

nents (Butchart et al. 2011). To simulate the atmo-

sphere with fidelity, not only must the theoretical

principles on which the parameterizations are built be

correct, but the parameters that govern the behavior

of these schemes must be observationally constrained,

and, for many aspects, an adequate observational

constraint is lacking.

The impact of changes to the configuration of a

particular parameterization can be substantial. For

example, recent studies have shown that varying the

contribution of turbulent orographic form drag and

orographic blocking can have a significant impact on

the large-scale circulation, both in numerical weather

prediction and climate modeling contexts (Sandu et al.

2016; Pithan et al. 2016; van Neikerk et al. 2017).

Garfinkel et al. (2011) also found that varying the pa-

rameters that govern surface drag over the oceans im-

pacted the Southern Hemisphere (SH) circulation and,

in reduced-complexity models, varying the surface drag

strength was shown to result in a change in the location

of the midlatitude westerlies (Chen et al. 2007;

Polichtchouk and Shepherd 2016). In many of these

studies, the parameter range explored has been

within a realistic uncertainty range, but given that these

uncertainties are large, so too is the impact on the

modeled circulation. It is therefore possible that im-

provements to the subgrid parameterizations could

lead to an improved representation of the large-scale

climate, but also that a reasonable large-scale climate

could be obtained for the wrong reasons, through the

use of tuning parameters that are not well constrained

by observations.

When it comes to assessing the fidelity of model pa-

rameterizations, there ismuch to be gained by exploiting

aspects of the atmosphere that are better constrained at

present, such as the large-scale circulation. Consider-

ation of the large-scale balances that exist when a

model’s flow is constrained to follow that of the real

world, as is the case in data assimilation (i.e., analyses

and reanalysis) or nudging procedures, can lead to

identification of the tendencies that must be provided

by the subgrid-scale parameterizations. For example,

Trenberth (1997) used such an approach to infer sur-

face heat and moisture fluxes as a residual from the

climatological thermodynamic and moisture balances.

Another complementary approach is to assess the

short-term drifts of model forecasts away from the real-

world evolution or, equivalently, the incremental ad-

justments that are required to continuously constrain a

model to follow that real-world evolution. Examples of

this approach include Wallace et al. (1983), who dem-

onstrated the need for an envelope orography through

1-day model forecast errors; Klinker and Sardeshmukh

(1992), who used initial tendency errors to identify is-

sues with certain parameterizations in one forecast

model; Rodwell and Palmer (2007), who used initial

tendency errors to evaluate different climate model

configurations; and McLandress et al. (2012) and

Pulido (2014), who used analysis increments to infer

missing stratospheric gravity wave drag. The principle

behind each of these studies is that constraining the

large-scale circulation to that of the real world elimi-

nates any errors that could arise through slow atmo-

spheric adjustments to nonlocal processes and allows

for identification of those that arise through local,

faster, parameterized processes, allowing one to home

in on the problem.

The issue to be addressed here is the rather systematic

difference in zonal surface wind stress between free-

running GCMs [those that participated in phase 5 of

the Coupled Model Intercomparison Project (CMIP5)]

and observation-based products in the Northern

Hemisphere (NH) low latitudes during winter [noted

in Simpson et al. (2014, hereafter S14) and shown

here in Fig. 1]. The majority of GCMs exhibit stron-

ger surface wind stress in the easterly trades region

than observation-based products. To gain some un-

derstanding of the reason behind this discrepancy, we

first compare the climatological vertically integrated

momentum balance in the CMIP5 models with that in

observationally constrained reanalyses. It is demon-

strated that this surface wind stress difference cannot

be explained by a difference in the momentum

transfer terms that are common to both. Rather, in the

reanalyses, a momentum imbalance exists, with the

analysis increments making a systematic contribution

by weakening the strength of the low-level flow. In the

spirit of the above studies, we then use these analysis
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increments to infer an erroneous, or inadequate,

representation of drag on the low-level flow, over

oceans, in the models that underlie the reanalyses.

Given that these underlying models are based on

similar physics to those in CMIP5, this error is likely

also present in the CMIP5 models, contributing to

biases in their near-surface wind. While the NH low

latitudes during winter will be our primary focus, this

same issue is present in other regions and seasons.

Section 2 describes the momentum balance diagnostic

that will be used along with some basic background on

the formulation of ocean surface drag parameteriza-

tions. Section 3 then describes the model simulations

and observation-based products that will be used. The

vertically integrated momentum balance results are

discussed in section 4, and the details of the role of the

analysis increments are presented in section 5. Further

analysis on spatial and seasonal variations is provided in

section 6, and concluding discussions are given in

section 7.

2. Basic theory and diagnostics

a. The vertically integrated momentum balance

GCMs obey the following equation for the time evo-

lution of zonal wind on a pressure surface:
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where u is zonal wind, y is meridional wind, v is vertical

(pressure) velocity, f is the Coriolis parameter, F is ge-

opotential, and l, f, and p are longitude, latitude, and

pressure, respectively (Andrews et al. 1987). The last

two terms represent the zonal tendencies associated

with parameterized processes, where Fu refers to the

tendencies due to momentum transport by turbulent

eddies, surface drag, and turbulent orographic form drag

(or form drag due to small-scale topography), and X

FIG. 1. (a) Zonal-mean DJF climatologies of tu. (b) As in (a), but for the zonal mean over ocean grid points only; shown are ERA-

Interim (red),MERRA (green), each individual CMIP5model (gray), themultimodel mean of all 35 CMIP5models (black solid), and the

multimodel mean of the 13-model subset of CMIP5 used in the momentum balance analysis (black dotted). Also shown are the COREv2

dataset (purple dotted; Large andYeager 2009), the SCOWdataset (orange dotted; Risien and Chelton 2008), and the IFREMERdataset

(blue dotted; Bentamy et al. 2013) (note that these data only exist over the ocean). (c) The CMIP5 multimodel mean (35 models) DJF

climatology of tu in the NH low latitudes. The difference between the CMIP5 multimodel mean tu and (d) ERA-Interim over oceans,

(e) COREv2, and (f) SCOW.
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denotes the tendencies from any other parameterized

processes that a model may have, such as orographic

blocking, orographic and nonorographic gravity wave

drag, convective momentum transport, or horizontal

diffusion. Calculating the mass-weighted vertical in-

tegral of (1) according to

j�j5 1

g

ðps
0

(�) dp , (2)

where ps is the surface pressure and g is the acceleration

due to gravity, yields the following:
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where the term involving v has reduced to a term in-

volving only the surface winds us and vs, and the vertical

integral ofFu has become2tu, where tu is the downward

zonal surface wind stress (i.e., the zonal stress the at-

mosphere exerts on the surface, with the exception of

the contribution from orographic gravity wave drag and

blocking).1

This balance can be simplified further by taking the

zonal mean. Denoting the zonal average as (�) and the

zonal average of the second term on the right-hand side

(RHS) of (3) as the mountain torque M, with some re-

arranging, the overall vertically integrated and zonally

averaged momentum balance can be written as

t
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That is, the zonal-mean surface wind stress at the lower

boundary must be balancing the vertically integrated

sum of all the terms on the RHS. These include the

advective tendencies by the large-scale flow, the

mountain torque, and other parameterized tendencies in

the free atmosphere, which in practice is dominated by

orographic gravity wave drag and blocking in this

vertical integral. The first and fourth terms on the RHS

of (4) are not exactly zero in this formulation due to

contributions from pressure levels that intersect topog-

raphy. The fifth term is also not exactly zero owing to the

contribution from nonzero pressure vertical velocities

along the sloping surface. The fourth and fifth terms,

while included, can essentially be neglected.

b. The formulation of surface drag parameterizations
over oceans

The zonal surface stress tu in (4) consists of contri-

butions from boundary layer turbulence over both land

and ocean as well as stresses from subgrid-scale oro-

graphic form drag schemes. Since a component of the

discussion that follows will center around the repre-

sentation of surface drag between the atmosphere and

ocean, we give a brief overview of the methods used to

represent this process in models. A bulk formulation is

typically used to describe the exchange of momentum

between the ocean surface and the atmosphere in terms

of large-scale properties on the lowest model level. The

vector surface downward wind stress, which consists of u

and y components, is given by

t
v
5 r

s
C

D
jv

s
jv

s
, (5)

where rs is the surface air density, vs is the vector wind

on the lowest model level, and jvsj here refers to its

magnitude. The drag coefficient CD is a function of

stability and the surface roughness, which itself depends

on the wind speed. An appropriate value of CD must be

determined to yield an appropriate exchange of mo-

mentum between the ocean and atmosphere for a given

wind speed and atmospheric stability. In practice, the

estimates of CD are based on empirical functions that

describe the drag coefficient in neutrally stable condi-

tions CDN as a function of wind speed at a reference

height (typically 10m from the surface). These empirical

functions have been determined through flux tower

observations of the vertical momentum flux at various

oceanic sites (Large and Pond 1982; Yelland et al. 1998;

Edson et al. 2013). Given these values ofCDN, one has to

then determine the value of CD given the wind speeds at

the height of the lowest model level and the atmospheric

stability. This is achieved through Monin–Obhukov

similarity theory, which determines the vertical varia-

tion of the flow and the turbulent fluxes under the given

turbulent conditions.

Many formulations of CDN as a function of 10-m

neutral wind speed exist (Large and Pond 1982; Smith

1988; Trenberth et al. 1989; Large et al. 1994; Fairall

et al. 1996). These are based on information from

a limited number of measurements, owing to the

1 The term tu excludes the orographic gravity wave drag com-

ponent due to data availability. While a more natural de-

composition might be to include the orographic blocking and

orographic gravity wave drag in Fu, which would leave 2tu as

the true total zonal stress the surface exerts on the atmosphere, the

surface stress output for the CMIP5 models does not include the

orographic gravity wave drag contribution and so we combine that

with the other parameterized tendencies that we do not have in X.
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challenges of measuring momentum fluxes over the

open oceans, and they continue to undergo revisions as

additional observational information becomes available

(Fairall et al. 2003; Edson et al. 2013). The appropriate

values of CDN are still somewhat uncertain, particularly

at the lowest and highest wind speeds, as can be seen in

the recent observational analysis of Edson et al. (2013,

their Fig. 6).

3. Model simulations and observational products

a. The CMIP5 simulations

We make use of the CMIP5 coupled historical simu-

lations from 1979 to 2005. The initial motivating analysis

of surface wind stress differences between these models

and observational products (Fig. 1) makes use of all

available ensemble members for 35 different CMIP5

models. The models and members used are the same

as listed in Table 1 of S14. The vertically integrated

momentum balance calculation requires 6-hourly in-

stantaneous fields on a high vertical resolution, and so

this analysis is restricted to a subset of 13models and one

ensemble member for each, also as in S14, and listed

here in Table 1. These models are quite representative

of CMIP5 as a whole and were chosen based on the fact

that they have the necessary data to obtain a reasonable

closure of the momentum balance (see S14 for more

details). The vertically integrated momentum balance

calculation [(4)] follows the procedure outlined in detail

in S14 and summarized only briefly here. Each term is

calculated on the 17 standard CMIP5 pressure levels

(i.e., 1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150,

100, 70, 50, 30, 20, and 10hPa) before vertically in-

tegrating, and this vertical integral is performed on a

monthly mean basis with the monthly mean surface

pressure at the lower boundary. While this may

introduce some error, compared to vertically inte-

grating on an instantaneous basis (Trenberth et al.

1993), it is the best that can be done with the available

data, and, as will be shown, the balance calculated in

this way does close sufficiently well. The horizontal

momentum flux terms in (4) were evaluated using

6-hourly instantaneous u and y, which were obtained

through vertical interpolation of the 6-hourly model

level data onto the 17 standard pressure levels. Un-

fortunately, the additional parameterized tendencies

X are not available for these models, and so this term

must be omitted from the balance.

For plotting purposes, owing to small-scale noise that

appears in the mountain torque, all terms were iso-

tropically smoothed in the spectral domain according to

Sardeshmukh and Hoskins [1984, their Eq. (9), with

coefficients n0 5 21 and r5 1]. When tu is shown

alongside the budget terms, it is similarly smoothed, but

when it is shown alone, no smoothing is applied.

b. The reanalysis products

The primary reanalysis product used in the following

is ERA-Interim (Dee et al. 2011). ERA-Interim is pro-

duced using a four-dimensional variational data assim-

ilation system with a 12-h analysis cycle, as depicted

schematically in Fig. 2a (see also Rodwell and Palmer

2007). The analysis state represents the most plausible

state of the atmosphere given the observations and

forecast projection combined. In essence, at a given time

t, a 12-h forecast is performed, initialized from the

analysis state. The observational information available

over the following 12-h period is then combined with

this forecast model projection to reach the analysis state

at time t1 12. We refer to the state produced by the

initialized forecast alone as the forecast state and the

difference between the analysis state and the forecast

TABLE 1. List of historical CMIP5 simulations used in the momentum balance calculation.

Model Expansion

BCC_CSM1.1 Beijing Climate Center, Climate System Model, version 1.1

BCC_CSM1.1(m) Beijing Climate Center, Climate System Model, version 1.1, moderate resolution

CanESM2 Second Generation Canadian Earth System Model

CCSM4 Community Climate System Model, version 4

GFDL CM3 Geophysical Fluid Dynamics Laboratory Climate Model, version 3

GFDL-ESM2G Geophysical Fluid Dynamics Laboratory Earth System Model with Generalized Ocean Layer

Dynamics (GOLD) component

GFDL-ESM2M Geophysical Fluid Dynamics Laboratory Earth System Model with Modular Ocean Model 4 (MOM4)

component

IPSL-CM5A-MR L’Institut Pierre-Simon Laplace Coupled Model, version 4, coupled with NEMO, mid resolution

MIROC5 Model for Interdisciplinary Research on Climate, version 5

MIROC-ESM Model for Interdisciplinary Research on Climate, Earth System Model

MIROC-ESM-CHEM Model for Interdisciplinary Research on Climate, Earth System Model, Chemistry Coupled

MRI-CGCM3 Meteorological Research Institute Coupled Atmosphere–Ocean General Circulation Model, version 3

NorESM1-M Norwegian Earth System Model, version 1 (intermediate resolution)
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state (i.e., the impact of the assimilated observations) as

the analysis increment. ERA-Interim assimilates a

myriad of observations (Dee et al. 2011), but of partic-

ular relevance for the following diagnosis is that it as-

similates near-surface wind measurements from ships

and buoys along with scatterometer winds after 1992.

The momentum balance calculation is performed for

ERA-Interim using the same methodology as outlined

above for CMIP5; that is, the same 17 pressure levels are

used, and the vertical integral is performed on amonthly

mean basis. While this may not be the most accurate

calculation that could be performed, given the greater

data availability in ERA-Interim, our goal is to compute

the balance in as similar a way as possible to that of the

CMIP5 models, to allow for a like-with-like comparison.

The u, y, v,F, and ps used in the calculation are those of

the analysis state (red circles in Fig. 2a), whereas, since

tu is a model-derived quantity, it is averaged over each

12-h forecast (green lines in Fig. 2a).

A companion analysis withMERRA (Rienecker et al.

2011) is presented in appendix A and lends support to

the main conclusions drawn from ERA-Interim.

MERRA climatologies of tu are also shown in the

main body of the text for comparison. Rather than using

the direct tu output fromMERRA, we show the vertical

integral of the zonal wind tendencies due to turbulence

(DUDTTRB) since, unlike ERA-Interim, the former

does not contain the stress from the subgrid-scale

orographic form drag scheme. This detail is, however,

unimportant in the low latitudes where the direct tu
output and that derived from the turbulence tendencies

are very comparable.

c. Observation-based products of surface wind stress
and near-surface wind

We will also compare the reanalysis surface wind

stress and 10-m zonal winds with four other products

that are more directly derived from in situ or satellite-

based measurements: CORE version 2 (COREv2;

Large and Yeager 2009), Scatterometer Climatology of

Ocean Winds (SCOW; Risien and Chelton 2008), In-

stitut Français de Recherche pour L’Exploitation de la

Mer (IFREMER; Bentamy et al. 2013), and Wave- and

Anemometer-Based Sea Surface Wind (WASWind;

Tokinaga and Xie 2011). These datasets, summarized in

Table 2 and described in more detail in appendix B,

mostly make use of in situ 10-m wind measurements

from ships and buoys or satellite-based scatterometer

measurements.

Scatterometer measurements have the advantage

over in situ measurements in that they provide a much

more global coverage. They measure backscattered ra-

diation that is altered by the presence of wind stress–

generated capillary waves on the ocean surface. The

quantity that scatterometers are measuring is, therefore,

most closely related to stress. However, given the diffi-

culty in actually measuring stress over the ocean, in situ

stress measurements are too sparse to be used for cali-

bration, and scatterometer measurements are actually

calibrated against equivalent neutral 10-m winds from

buoys or radiometers. An empirically derived geo-

physical model function (GMF) relates the back-

scattered radiation to wind speed and direction, and this

GMF is derived through matching the back scattered

radiation with true observed wind speeds and directions

that have been adjusted to neutral conditions and 10-m

height (e.g., Wentz and Smith 1999). Therefore, the

product that is actually retrieved from the scatterometer

FIG. 2. (a) Schematic depiction of the reanalysis procedure.

Forecasts (green lines) are initialized from the analysis state (red

circles) at time t. This produces the forecast state at time t1 12

(blue circles). Information from the model forecast and observa-

tions over the 12-h interval are combined to produce the analysis

state at time t1 12. The analysis increment is calculated as the

difference between the forecast and the analysis state at each 0- and

12-h time each day. (b) Schematic depiction of the influence that

a reduction in low-level easterly flow by the analysis increments

would have on the surface drag of the subsequent 12-h forecast, as

discussed in section 5a.

TABLE 2. Summary of observation-based datasets and time pe-

riods used. These datasets are described in more detail in

appendix B.

Dataset tu u10 u10N

COREv2 (Large and

Yeager 2009)

1979–2005 — —

SCOW (Risien and

Chelton 2008)

1999–2007 — 1999–2007

IFREMER (Bentamy

et al. 2013)

1999–2009 — 1999–2009

WASWind (Tokinaga

and Xie 2011)

— 1979–2005 —

496 JOURNAL OF CL IMATE VOLUME 31



measurements is the 10-m vector wind, adjusted to

neutral conditions v10N. The stress vector can then be

readily derived from this using tv 5 rsCDNjv10Njv10N, but
this means that scatterometer wind stress estimates are

not free from the errors that may be present in the

functional form of CDN. Indeed, Risien and Chelton

(2008) demonstrated that the stress estimates obtained

from the Quick Scatterometer (QuikSCAT) can differ

depending on which formulation of CDN is used.

4. Comparisons of tu and the vertically integrated
momentum balance

a. tu in CMIP5 vs observational products

The initial motivation for this analysis is the systematic

difference in zonal-mean tu between the CMIP5 models

and the reanalyses in the NH low latitudes during

December–February (DJF). Figure 1a demonstrates that

almost all models exhibit a zonal-mean easterly surface

wind stress that is stronger than that in either ERA-

Interim or MERRA, with the multimodel mean having

roughly 20% more easterly stress in comparison to the

reanalyses at around 158N. A similar difference was

noted in the annual mean by Lee et al. (2013). To com-

pare with the other observation-based products, which

are available only over the oceans, Fig. 1b shows the

zonal-mean tu over ocean grid points only. The fact that

the models exhibit more easterly tu than the reanalyses is

also apparent when one considers only the ocean grid

points, and, here, the other observation-based products

compare well with the reanalyses.

The spatial structure of the zonal surface wind stress

over oceans in the NH low latitudes for the CMIP5

multimodel mean and the difference between the

CMIP5 multimodel mean and ERA-Interim, COREv2,

and SCOW (Figs. 1c–f) make clear that across the whole

of the NH low-latitude oceans, between around 108 and
208N, the CMIP5 tu is more easterly than any of the

observation-based products.

b. The vertically integrated momentum balance

With an aim to shed light on the reasons behind this

tu discrepancy, following on from preliminary analysis

(see the appendix of S14), we now compare the vertically

integrated momentum balance between the 13-model

subset of CMIP5 and ERA-Interim in detail. The

13-model subset compares well with the 35 models in

terms of its tu mean climatology (Figs. 1a,b). The mo-

mentum balance analysis is performed for each month

of the year, and we focus on the low latitudes between

308S and 308N (Fig. 3).

Figures 3a, 3d, and 3g again demonstrate the stronger

easterly tu in CMIP5, but here, the tu difference is

actually apparent throughout much of the year in the

NH, with the difference structure following the seasonal

evolution of tu itself, exhibiting a maximum in winter

when the easterly trade winds are the strongest. There is

also a hint of a similar difference in the SH, maximizing

in the SHwinter, although it is of smallermagnitude.We

will return to the SH in section 6.

The vertically integrated sum of terms on the RHS

of (4) (Figs. 3b,e,h), which should balance tu, can be

used to gain some insights into the reasons behind the

tu difference. Recall that the parameterized tenden-

cies X are excluded here since these are not available

for CMIP5, and so we refer to the RHS of (4) as the

resolved dynamics terms since it is composed of terms

that solely involve the large-scale resolved circulation.

Focusing first on the CMIP5 balance, a comparison of

Figs. 3a and 3b demonstrates that the balance of terms

in (4) is achieved rather well, despite the omission of

X. The residual between the resolved dynamics terms

and tu is small in the NH low latitudes (Fig. 3c), but it

becomes larger toward the north where orographic

drag in X becomes important. It is also unclear

whether all the CMIP5 models include the stresses

from subgrid-scale orographic schemes in their surface

wind stress output, and so this may also contribute to

some discrepancies there as well. Therefore, for now

we focus our analysis on the NH low latitudes, even

though there are differences in tu in the midlatitudes

too (Fig. 1a).

For the NH low latitudes, the question is, can we ex-

plain the difference in tu between CMIP5 and ERA-

Interim (Fig. 3a vs Fig. 3d) through a difference in the

resolved dynamics terms? If so, that would imply that tu
differs because the vertically integrated momentum

transports by the large-scale circulation differ. However,

this is not the case. The sum of the resolved dynamics

terms in both the CMIP5 models and ERA-Interim

(Figs. 3b,e,h) are actually rather similar in the NH low

latitudes. The sum of the resolved dynamics terms in

ERA-Interim is slightly less easterly than CMIP5, but

not to the degree that can explain the tu difference (cf.

Figs. 3g and 3h).

The vertically integrated resolved dynamics terms and

tu do not balance in ERA-Interim to the same degree

that they do in the free-running models, leaving a re-

sidual that is on the order of 20%–30% of the tu cli-

matology.While this residual is reduced slightly with the

inclusion of the other parameterized tendencies X (see

Fig. 3i), the majority remains, and a large component of

the tu difference between CMIP5 and ERA-Interim

reflects this residual in the ERA-Interim balance as

opposed to a difference in the resolved or parameterized

tendencies.
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To put this another way, the weaker surface wind

stress in ERA-Interim compared to CMIP5 cannot be

fully explained by a difference in either the resolved

dynamics terms or parameterized tendencies that are

present in the vertically integrated momentum balance.

If the ERA-Interim surface wind stress were instead

calculated as a residual (i.e., what is required to balance

the vertically integrated tendencies throughout the

FIG. 3. Vertically integrated momentum balance in the low latitudes (from 308S to 308N) as a function of season. The budget for the mean

of the 13CMIP5models: (a) the surfacewind stress, (b) the resolved dynamics terms [i.e., the terms on theRHS of (4)], and (c) the difference

between them. (d)–(f) As in (a)–(c), but for ERA-Interim. The difference between CMIP5 and ERA-Interim (g) tu and (h) the resolved

dynamics terms. (i) The ERA-Interim budget residual obtained when including all additional parameterized tendencies X.
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atmosphere above), this would amount to a larger wind

stress, more in line with that in CMIP5. Quantitatively,

the DJF-averaged zonal-mean tu at 148N for the CMIP5

mean is 20.107Nm22 and that for ERA-Interim is

20.074Nm22. In contrast, the ERA-Interim stress calcu-

lated as a residual is20.095Nm22 (i.e., closer to CMIP5).

Similar conclusions can be drawn for MERRA (see

appendix A). This imbalance suggests that the analysis

increments are leading to the weaker tu in the reanalysis.

5. The influence of the analysis increments during
DJF

a. The contribution of the analysis increments to the
ERA-Interim zonal-mean climatology

The momentum imbalance that exists in ERA-

Interim, discussed above, may be associated with the

analysis increments. Recall that the ERA-Interim mo-

mentum balance was computed using the meteorologi-

cal fields of the analysis state (i.e., the closest estimate to

the real-world state), but the surface wind stress was

averaged over the 12-h forecast. If the underlying fore-

cast model and assimilated observations were perfect,

then there would be no analysis increments, and the

momentum balance calculated in this way should close

just as well for ERA-Interim as it does for the free-

running CMIP5models. Instead, the analysis increments

play a role, upsetting this balance.

Systematic analysis increments occur in our region of

interest (Fig. 4b). In particular, they act to reduce the

easterly flow in the NH low latitudes where the clima-

tological low-level easterly flow is the strongest (cf.

Figs. 4b and 4a). The consequences of such an increment

are depicted schematically in Fig. 2. The systematic re-

duction of the low-level flow by the analysis increments

would yield weaker near-surface easterlies, and, there-

fore, the weaker easterly surface wind stress over the

following 12-h forecast would not necessarily be bal-

ancing the vertically integrated zonal momentum ten-

dencies derived from the analysis state.

The historical evolution of the DJF-averaged zonal

wind analysis increments on the 900-hPa level (Fig. 4e)

demonstrates that these increments are extremely

systematic—they are there throughout the whole his-

torical time period and are not obviously impacted by

changes to observing systems, such as the inclusion of

scatterometer winds in the assimilation system in the

early 1990s (Dee et al. 2011). It should be noted that this

is not true of MERRA (Fig. A2) where the impact of

changes in observing systems is more apparent [this has

also been noted in other fields (Trenberth et al. 2011)].

We can assess the extent to which we believe the near-

surface flow is being correctly constrained by these

analysis increments by comparing the ERA-Interim

10-m zonal winds over oceans with those from the in situ

or satellite products (Fig. 5). Much like for tu, the CMIP5

models have stronger easterly near-surface winds than

any of the observational products. ERA-Interim and

MERRA compare well with the scatterometer-based

products, and, if anything, the in situ WASWind mea-

surements suggest that the 10-m winds should be even

weaker than those present in ERA-Interim.2 This in-

dicates that, indeed, the analysis increments are acting

to correctly constrain the low-level winds to be less

easterly. Without this constraint, the ERA-Interim

winds would likely be more easterly than the observa-

tional products and, therefore, more similar to the

CMIP5 models.

Overall, this motivates the following hypothesis: some

form of process that should act to reduce the strength of

the near-surface easterlies is missing in the underlying

forecast model of the reanalysis. This same process is

likely also missing from the CMIP5 models, leading to

their near-surface easterlies being faster, and their sur-

face wind stress being stronger, than observed products.

An understanding of what this missing process is could

not only help improve the underlying forecast model of

ERA-Interim but also help improve models in general.

b. Evidence for a missing/erroneous process in the
lower troposphere

The inference from the above is that these analysis

increments are continually acting to correct for an error

that arises over the course of the 12-h forecast. The fast

time scales on which these increments arise is suggestive

of a missing physical process that is local to low levels in

the NH low latitudes, but there is also the possibility of

nonlocal influences that could act on a 12-h time scale.

So, here we discuss the lines of evidence that argue for

the increments primarily representing an error in pro-

cesses local to the low levels of the NH low latitudes.

First, very similar structures to those seen in Fig. 4 are

seen in ECMWF’s operational forecast initial tendency

errors (not shown). These errors occur in the very first

time steps of forecast integrations, over which time

nonlocal influences have not yet had a chance to be felt.

But, second, additional evidence can also be obtained

from the meridional wind analysis increments. Consider

the rather systematic y increments, shown in Fig. 4d.

2 Note that the SCOW and IFREMER winds are 10-m equiva-

lent neutral winds (Liu and Tang 1996), whereas the other products

are not. This could create some differences between them, but in

the low latitudes, which are typically in a weakly unstable regime,

the 10-m neutral and 10-m winds typically differ by less than a few

tenths of 1m s21 (Mears et al. 2001).
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During the NH winter, the Hadley circulation is stron-

gest in the NH as depicted by the upper-level southerlies

between the equator and 308N and the lower-level

northerlies below in Fig. 4c. The analysis increments

act to strengthen the upper-tropospheric southerlies and

the lower-tropospheric northerlies (i.e., strengthen the

Hadley circulation). Note that this increment is not

small; it amounts to a strengthening of the upper-level

northerlies by about 25% of the analysis climatology at

108N and 250 hPa.

The y increments are inconsistent with the missing

westerly forcing being in the upper troposphere. In the

upper troposphere, around 200 hPa, the leading order

balance is between the westerly tendency from f y (i.e.,

the Coriolis force on themeridional wind) and the easterly

tendency from the combination of the other terms on the

RHS of (1). An additional westerly forcing on the RHS

of (1) would, therefore, be expected to be accompanied

by a reduction in southerly upper-tropospheric y (i.e.,

a weakening of the Hadley circulation). This would be

FIG. 4. ERA-Interim 1979–2005 DJF climatologies. (a) Zonal-mean zonal wind of the analysis state (contour

interval is 2m s21 with the zero contour omitted), (b) zonal-mean zonal wind analysis increments (i.e., analysis

state 2 forecast state; contour interval is 0.1m s21 with the zero contour omitted). (c),(d) As in (a),(b), but for

meridional wind with contour intervals of 0.5 and 0.05m s21 respectively. (e) The yearly evolution of the DJF

averaged zonal-mean zonal wind increment on the 900-hPa level [same contour interval as in (b)].
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accompanied by a weakening of the low-level northerlies

and a weakening of the associated trade winds. If the

forecast model were indeed missing this westerly ten-

dency, then it would forecast easterly trades that are too

strong, and the analysis increments would act to reduce

them. But it would also forecast a Hadley circulation that

was too strong, and the increments would be expected

then to weaken the Hadley circulation, the opposite of

what is seen.

The fact that the analysis increments act to strengthen

the Hadley circulation while weakening the trade winds

is also inconsistent with the potential influence of erro-

neous convective heating in the ascending branch of the

Hadley circulation being the primary cause of the trade

wind strength deficiency. Erroneous convective heating

would have to lead to the altered trade wind strength

through the mean meridional circulation, and therefore,

the forecast drift in the mean meridional circulation

would have to be in the sense to drive the strengthening

of the easterly trade winds (i.e., the Hadley circulation

would have to strengthen over the forecast, and the

analysis increments would oppose this by weakening it

again, the opposite of what is seen).

Instead, the zonal andmeridional wind increments are

both consistent with there being a missing westerly

tendency in the lower troposphere, whether it is from

surface drag or some other process. The lower tropo-

sphere is predominantly in an Ekman balance between

the westerly tendency from boundary layer turbulence

and the easterly tendency from the Coriolis force on the

low-level northerlies f y. A missing westerly tendency in

the lower troposphere would be expected to result in

increased low-level easterlies and reduced low-level

northerlies over the forecast. The analysis increments

would then oppose these erroneous forecast drifts

through some combination of reduction of the low-level

easterlies and enhancement of the low-level northerlies,

which is precisely what is seen in Figs. 4b and 4d.

In summary, the combined information from the u

and y increments is indicative of a missing/erroneous

process at low levels that amounts to a missing westerly

tendency on the zonal flow. Our hypothesis for the

combined behavior of the u and y increments is that

the lack of this westerly tendency leads to an enhanced

low-level easterly wind and reduced low-level northerly

flow over the course of the forecast evolution. The re-

duced northerly flow at low levels would result in re-

duced low-level equatorial convergence and associated

reduced upper-level divergence above. Consequently,

there would be an additional weakening of the upper-

level southerlies of the Hadley cell, plus associated

weakening of the meridional circulation in the SH. The

analysis increments are then acting to oppose these er-

roneous drifts by strengthening the Hadley circulations

again and weakening the low-level easterlies. Similar

arguments, but with reversed sign, were put forward

by Polichtchouk and Shepherd (2016) for the initial

circulation response to an instantaneous reduction in

the surface drag coefficient at low wind speeds in their

model experiments.

c. The spatial structure of the low-level analysis
increments

The spatial structure of the zonal wind analysis in-

crements (Fig. 6b) demonstrates that the westerly in-

crements in the NH low latitudes are occurring primarily

over the ocean. Virtually all oceanic regions in the east-

erly trades are characterized by a westerly increment, but

there are localized regions where the increments are

larger than elsewhere. These might partly reflect regions

with a prevalence of observations aswell as regionswhere

the forecast model is particularly erroneous.

In addition to the westerly increments in the NH low

latitudes, there are weak easterly increments in the re-

gion of maximum westerlies in the extratropical Pacific,

plus westerly increments in the slanted tongues of

easterly flow in the SH low-latitude eastern Pacific and

Atlantic (cf. Figs. 6a and 6b). In the SouthernOcean, the

analysis increments do not play much of a role, but it is

possible that this reflects a lack of observations to con-

strain the flow there, as opposed to the forecast model

being without error. Indeed, with the advent of satellite

scatterometer data, enhanced easterly mean analysis

increments are seen in the SH westerlies (not shown).

FIG. 5. DJF climatologies of zonal-mean (over ocean grid points)

10-m zonal wind for the CMIP5 models and the observation-based

products.
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With the exception of the Southern Ocean, it does ap-

pear that the zonal wind analysis increments in general

act to oppose the low-level flow, which is indicative of a

missing drag on the low-level zonal winds. This can be

summarized through the correlation between the cli-

matological zonal wind increment and the climatologi-

cal forecast wind at each ocean grid point (north of 308S)
(Fig. 7a). They are correlated, with regions of easterly

climatological wind experiencing westerly increments

and vice versa.

The meridional wind increments (Fig. 6d), in contrast,

do not oppose themeridional wind climatology. Instead,

they are characterized by a rather zonally symmetric

strengthening of the northerlies in the NH low latitudes

and the southerlies in the SH low latitudes (i.e., the

strengthening of the Hadley circulations previously

discussed).

The zonal wind increments are consistent with the

surface drag being too weak in that they generally op-

pose the zonal wind climatology. The meridional wind

increments are also consistent with a missing surface

drag when one considers the Ekman meridional wind

that would arise from insufficient drag on the zonal flow,

as discussed above. Indeed, the net effect of the in-

crements on the windmagnitude (i.e., u and y combined)

in the NH low latitudes is to weaken the surface winds as

can be seen in Figs. 6e and 6f.

Overall, the analysis increments paint a picture of the

drag on the low-level flow being too weak in the forecast

model. To counteract this, the increments act to weaken

the easterly trades, as well as oppose the drift in the

meridional wind that would arise through the Ekman

balance response to the missing drag on the zonal flow.

In the following section, this hypothesis is further

FIG. 6. Climatology of the (left) analysis state and (right) analysis increment. Shown are 900-hPa DJF clima-

tologies from 1979–2005 for (a),(b) zonal wind, (c),(d) meridional wind, and (e),(f) scalar wind speed. [Boxes in (f)

denote the regions used in Fig. 10.]
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supported by the behavior of the analysis increments in

June–August (JJA).

6. The momentum balance and analysis increments
during SH winter

Our focus, so far, has been on the NH wintertime

trade winds, motivated by the large discrepancies in tu
between the models and reanalyses. But, in fact, there

is a role for the analysis increments during the SHwinter

as well. During SH winter, the easterly trades maximize

in the SH low latitudes. Turning back to Fig. 3g, it can be

seen that, in the SHwinter, the easterly surfacewind stress

in the SH low latitudes is also weaker in ERA-Interim

than in the models, although not to the same degree as in

the NH. Again, at least in the low latitudes north of

around 208S, the vertically integrated resolved dynamics

tendencies in the models are very comparable to those in

the reanalysis (i.e., the difference in Fig. 3h is small), and a

residual exists in the ERA-Interim momentum balance

(Figs. 3f,i) that is of similar magnitude to the tu discrep-

ancy between CMIP5 and ERA-Interim (Fig. 3g).

Considering now the analysis increments on the zonal-

mean u and y during JJA (Fig. 8), a somewhat mirror

image of the NH increments is found (cf. with Fig. 4). In

JJA, the easterly trades are strongest in the SH low

latitudes between 308S and the equator, and here there

are westerly increments in the lower troposphere that

act to weaken these easterlies. Accompanying this, the

increments also act to strengthen the Hadley cells in

both hemispheres, much like during DJF.

A comparison of the spatial patterns of 900-hPa cli-

matological flow and analysis increments during JJA

(Figs. 9a and 9b) lend strong support to the hypothesis

that the increments are acting as an extra drag on the

low-level flow because here, in the region of strong low-

level westerlies in the Asian monsoon inflow, the anal-

ysis increments are easterly, whereas elsewhere, in the

regions of strong easterly trade winds, they are westerly.

The climatological zonal wind analysis increments and

forecast winds are, again, correlated over ocean grid

points as summarized in Fig. 7b, the meridional wind

increments appear to be counteracting the Ekman me-

ridional flow that would be induced by the lack of zonal

drag (Fig. 9d), and the net effect is still a reduction in

wind magnitude in the regions that exhibit strong cli-

matological winds such as the northern and southern

Indian Ocean and the Pacific in the southern low lati-

tudes and in the vicinity of Hawaii (Fig. 9f). The mo-

mentum balance and analysis increments during JJA,

therefore, are also consistent with there being a missing

drag on low-level winds over the ocean. It should be

noted that ERA-Interim andMERRAdo differ in some

regards in the SH as discussed more in appendix A.

7. Discussion

A number of pieces of evidence have been presented

that support the hypothesis that there is a missing drag

on the low-level zonal flow over oceans in GCMs. These

can be summarized as follows:

d The CMIP5models rather consistently exhibit stronger

zonal-mean zonal surface wind stress and near-surface

winds than reanalyses and other observation-based

products in the NH low latitudes during winter.
d Themomentum balance calculation, however, shows

that this difference in tu cannot be attributed to a

difference in either the resolved dynamics terms or

FIG. 7. Joint probability distribution (across ocean grid points

north of 308S) of the climatological zonal wind analysis increment

against the climatological forecast zonal wind on the 900-hPa level.

(a) DJF and (b) JJA. The correlation between the analysis in-

crement and the forecast is noted in the top right-hand corner.

Points south of 308S are omitted because the analysis increments do

not play a major role in that region.
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the other parameterized tendencies within the free

atmosphere. The sum of these vertically integrated

tendencies in the reanalyses would be balanced by a

stronger westerly 2tu than is present, and, as a result,

the momentum balance in reanalyses does not add up.
d The mean analysis increments were found to play an

important role. They rather systematically act to

reduce the near-surface zonal-mean easterly trades

during NHwinter, bringing them close to independent

observational products and resulting in a weaker

zonal-mean tu than the forecast model would other-

wise produce.
d Systematic increments in themeridional wind can help

to rule out the possibility of the missing westerly

tendency being in the upper troposphere and support

the role of the low-level zonal wind increments in

accounting for a model error near the surface.
d The seasonal and spatial variations of the analysis

increments provide strong support for a missing drag

on the low-level zonal flow; that is, the zonal wind

increments rather consistently act to oppose the

climatological zonal flow in both hemispheres and

seasons.

If models are missing a drag on the low-level flow,

then there are two distinct possibilities to consider:

1) there is something incorrect in our formulation of the

drag between the atmosphere and the ocean surface, or

2) there is some other missing process that does not

represent a drag between the atmosphere and the sur-

face but represents some other form of momentum

transfer within the atmosphere itself. It is important to

distinguish between these two possibilities as they would

have rather different interpretations and consequences

for the coupled ocean–atmosphere system.

In the case of option 1, the momentum imbalance and

analysis increments would suggest that the drag, from

the surface, on the low-level winds is too weak. The

problem cannot lie in the vertical diffusion of momen-

tum within the atmosphere itself because this would

provide no net vertically integrated westerly tendency

and therefore would not help with the reanalysis mo-

mentum imbalance problem. Instead, it would have to

be the surface drag between the atmosphere and ocean

that is in error. The momentum balance discrepancies

and analysis increment behavior could be easily recon-

ciled by the surface drag, associated with a given wind

FIG. 8. ERA-Interim 1979–2005 JJA climatologies. (a) Zonal-mean zonal wind of the analysis state (contour

interval is 2m s21 with the zero contour omitted), (b) zonal-mean zonal wind analysis increments (i.e., analysis

state 2 forecast state; contour interval is 0.1m s21 with the zero contour omitted). (c),(d) As in (a),(b), but for

meridional wind with contour intervals of 0.5 and 0.05m s21 respectively.
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speed, being too weak. A stronger surface drag, for a

given wind speed, in the underlying forecast model of

the reanalyses would maintain a weaker low-level flow,

and the zonal wind increments would no longer need to

play that role. Furthermore, the momentum balance in

the reanalyses would add up, because the weak, real-

world, near-surface winds would be associated with a

stronger surface wind stress that could then balance

the strong easterly forcings coming in from the resolved

dynamics and parameterized tendencies above. The

implications of this, however, would be that the

observation-based surface wind stresses in the NH

low latitudes, and likely elsewhere, are also too weak.

While it is unintuitive to conclude that it may be the

observational tu estimates that are in error, it is certainly

conceivable given that all the wind stress products rely

on the same formulation as the models for the repre-

sentation of surface drag in terms of the near-surface

winds and stability [see (5) in section 2b]. From the

scatterometer and in situ measurements we have evi-

dence that the near-surface winds in the reanalyses are

reasonable, but if our formulation of the surface drag is

incorrect, the stresses derived from these winds may not

be, and the momentum budget analysis would suggest

that the real-world NH low-latitude tu should be more

easterly.3 The implications of this for the CMIP5 models

would then be that their tu representation in the NH

low latitudes is not necessarily incorrect, but they are

FIG. 9. As in Fig. 6, but for JJA.

3 This assumes that the resolved circulation of the reanalysis and

the associated momentum transport terms are adequately con-

strained by observations. This is not something that is easy to as-

sess, but given that there is a clear role for the increments to

provide a constraint on the large-scale flow in both the upper and

lower troposphere, and the momentum balance terms in ERA-

Interim and MERRA compare well, at least in the NH, it seems

reasonable to assume that this is the case.
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obtaining it for the wrong reasons, with near-surface

winds that are too fast.

The implications of option 2 would be rather different.

Option 2 would require there to be some missing mo-

mentum transfer within the atmosphere that acts to re-

duce the low-level flow. Then both the near-surface

winds and the surface wind stress in the reanalysis would

be correct, as the increments would be playing the role

of this process. This missing process would amount to a

net westerly tendency on the RHS of (4) in the NH low

latitudes during DJF, allowing the momentum balance

to add up. Both the near-surface winds and the surface

wind stress in the CMIP5 models would then be in error,

and this would have implications for the ocean circula-

tion in such coupled models.

We can speculate on processes that could be mis-

represented under either possibility. In terms of a mis-

representation of the drag between the surface and the

atmosphere (option 1), for one thing, the neutral drag

coefficients CDN derived from observations are un-

certain (Edson et al. 2013), and these results may simply

be suggesting that models should be pushing their drag

coefficients to the upper limit of this uncertainty. In-

deed, preliminary analysis (not shown) suggests that

initial tendency errors on the zonal wind in ECMWF’s

operational forecasts can be reduced by increasing CDN

within reasonable bounds. Another possibility is that the

effects of subgrid-scale deep convection and associated

cold pools on gustiness and boundary layer turbulence

are not being adequately represented by current gusti-

ness parameterizations that are intended to represent

such effects (e.g., Zeng et al. 2002, and references

therein). Indeed, the analysis increments that act to re-

duce the magnitude of the low-level flow are pre-

dominantly in the low latitudes where deep convection

is prevalent. It is conceivable that these effects are

also inadequately represented in the reanalyses as

well as in the observation-based products where surface

wind stresses are typically derived from daily averaged

10-m winds using the bulk formulations discussed in

section 2b.

In terms of a misrepresentation of a momentum

transfer process within the atmosphere itself (option 2),

one possibility is the neglect of wind turning between

the lowest model level and the surface. It is assumed that

the drag exerted on the atmosphere is in the opposite

direction to the flow on the lowest model level, but, in

reality, over the finite distance between the surface and

that level, the boundary layer turbulence may induce

some turning of the wind vector (Svensson and Holtslag

2009). In the NH low latitudes, this would be in the

sense that flow at the surface would have more of a

northerly component at the expense of the easterly

component, which is in the sense required to explain

the analysis increments (G. Svensson 2017, personal

communication).

These are all possibilities to consider in the future. An

initial exploration of the atmospheric regimes within

which the analysis increments arise is presented in

Fig. 10. These joint probability distribution functions are

constructed from all 12-h forecasts at each grid point

within three localized regions: the low-latitude Atlantic

during DJF, the low-latitude west Pacific during DJF,

and the low-latitude Indian Ocean during JJA (see the

rectangular regions in Figs. 6f and 9f where the mean

wind speed increments are particularly negative).

Figures 10a–c show the dependency of the 10-m scalar

wind speed analysis increment on the instantaneous

10-m scalar wind speed of the forecast state. These tell us

that the wind speed range of relevance is between 4 and

12m s21. This is within the intermediate wind speed

range, over which CDN is most observationally con-

strained, but there is an observational uncertainty

nonetheless (Edson et al. 2013, their Fig. 6). On an in-

stantaneous basis, the correlation between wind speed

and wind speed increment is not particularly strong, al-

though it is predominantly negative in each region (see

the values in the top right of each panel of Fig. 10). A

negative correlation would be expected if CDN were too

small, and it may be that there are too many other, less

systematic, factors that give rise to increments on an

instantaneous basis for this relationship to explain a

large fraction of the variance in scalar wind speed in-

crements. Figures 10d–f show the dependency of the

10-m scalar wind speed increments on the forecast av-

erage surface buoyancy flux (calculated from the sen-

sible and latent heat fluxes), which is an indicator of

near-surface stability. This shows that the regions of

interest are typically in a weakly unstable regime

(negative buoyancy flux) and that there is no consistent

correlation between the occurrence of the analysis in-

crements and the near-surface stability.

This preliminary analysis, while telling us the typical

wind speeds and stabilities in the regions of interest, also

indicates that there may be too many other, less sys-

tematic, factors contributing to the analysis increments

on an instantaneous basis for a deeper investigation into

the dependence on different atmospheric regimes to be

fruitful. Instead, a more targeted modeling approach

may be the best way forward. This approach should aim

to systematically investigate the improvements that can

be obtained through considering each of the possibilities

discussed above, paying attention not only to the mo-

mentum balance aspects of the climatology but also to

the thermodynamic aspects, such as precipitation and

evaporation, which will likely be affected by any
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modifications that are made. This may help to disen-

tangle what is the ultimate near-surface process mis-

representation that is leading to the surface wind stress

discrepancies discussed here.

Acknowledgments. We thank three anonymous re-

viewers for their helpful comments. Thisworkwas funded

by National Science Foundation funding to the National

Center for Atmospheric Research. Isla Simpson is grate-

ful to Kevin Trenberth, Gunilla Svensson, and Jenny

Lindvall for helpful comments on the manuscript as well

asBillLarge, JustinSmall, SteveYeager,DudleyChelton,

and Ralph Millif for helpful discussions on different as-

pects of this work and Richard Seager and Tiffany Shaw

for discussionson themomentumbalance calculation.We

acknowledge the World Climate Research Programme’s

Working Group on Coupled Modelling, which is re-

sponsible for CMIP, and we thank the climate modeling

groups (listed in Table 1 of this paper) for producing and

making available their model output. For CMIP the U.S.

Department of Energy’s Program for Climate Model

Diagnosis and Intercomparison provides coordinating

support and led development of software infrastructure

in partnership with the Global Organization for Earth

System Science Portals. ERA-Interim data were pro-

vided courtesy of ECMWF. MERRA was developed by

the Global Modeling and Assimilation Office and sup-

ported by the NASA Modeling, Analysis and Prediction

Program. Source data files can be acquired from the

Goddard Earth Science Data Information Services

Center (GES DISC).

APPENDIX A

Momentum Balance and Analysis Increments in
MERRA

To demonstrate that the results in the main body of

the text are not solely representative of ERA-Interim,

we present results fromMERRA for comparison. ERA-

Interim was chosen over MERRA for the main discus-

sion, because 1) there are a wider variety of roles for

the analysis increments in the climate of MERRA

reanalysis, suggesting a wider range of issues in the

underlying forecast model, and 2) it has been demon-

strated (deWeaver andNigam 1997) that the assimilation

FIG. 10. Joint probability distribution functions of the analysis increment on the 10-m scalar wind speed vs (top) the forecast 10-m scalar

wind speed and (bottom) the forecast surface buoyancy flux. These are the distributions over all temporal and spatial points within a box in

the (a),(d) low-latitude North Atlantic during DJF, (b),(e) low-latitude western North Pacific during DJF, and (c),(f) low-latitude south

Indian Ocean during JJA. These boxes are shown in Figs. 6f and 9f.
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procedure used in MERRA is less able to correctly

constrain the divergent circulation. Nevertheless, the

behavior of MERRA is broadly consistent with

ERA-Interim and lends support to the main

conclusions drawn.

MERRA is created using incremental analysis updates

(IAUs) (Bloom et al. 1996). As such, there are two types

of products available for MERRA: the ‘‘ana’’ products,

which refer to an analysis state in the same sense as ERA-

Interim (i.e., the optimal combination of the forecast

state and assimilated observations), and the ‘‘asm’’

products, which refer to the output from a model simu-

lation with the IAUs imposed as tendency terms to the

prognostic equations. These IAUs are the difference

between the ana state and the forecast state converted

to a tendency (i.e., the analysis increments converted

to a tendency). The asm state offers the advantage that

the resolved and parameterized tendencies combined

with the IAU tendencies should balance to the same

degree that the free-running CMIP5 models do, and so

we show the balance here using the asm fields. Since the

MERRA analysis increments are provided as tendencies

(ms22) as opposed to analysis2 forecast differences, we

multiply these tendencies by the number of seconds in

12h for comparison with the ERA-Interim analysis

increments.

Much like for ERA-Interim (Fig. 3g), MERRAexhibits

greater easterly surface wind stress in theNH low latitudes

than CMIP5 (Fig. A1d). North of 108N, the vertically in-

tegrated resolved dynamics terms are, again, rather similar

between CMIP5 and MERRA and cannot explain this

difference in tu (Figs. A1b,e vs Fig. 3b). However, unlike

ERA-Interim, MERRA does exhibit weaker easterly re-

solved dynamics tendencies than CMIP5 in the lowest

latitudes (equatorward of 108N; Fig. A1e); that is, there is

disagreement between ERA-Interim and MERRA in the

resolved dynamics tendencies here.

A substantial residual exists in the vertically in-

tegrated momentum balance of MERRA in the NH low

latitudes, even when the parameterized tendencies are

included (Fig. A1f). Quantitatively, the MERRA tu at

148N is20.067Nm22, whereas the stress that is required

to balance the resolved dynamics and parameterized

tendencies is 20.098Nm22, which is much closer to the

CMIP5 value of 20.107Nm22. Much like for ERA-

Interim, this indicates the important role that the anal-

ysis increments play. For theMERRA asm fields we can

examine the vertically integrated tendency from these

analysis increments (Fig. A1g), and it does, indeed,

constitute a vertically integrated westerly tendency that

cancels out this residual (Fig. A1h).

The zonal-mean zonal and meridional wind analysis

increments during DJF (Fig. A2) can be compared with

the ERA-Interim equivalent in Fig. 4. In general, the

increments seem to play a wider range of roles than in

ERA-Interim, but in the NH low latitudes, the in-

crements are acting to reduce the low-level easterly flow,

in much the same way as in ERA-Interim. Associated

with this is a tendency for the increments to weaken the

low-level northerlies and enhance the upper-level

southerlies, although this effect is more meridionally

confined than in ERA-Interim. In contrast to ERA-

Interim, there is some evolution over time in the preva-

lence of these low-level westerly increments (Fig. A2e).

The increments are stronger from the late 1990s onward,

which may have something to do with the introduction

of European Remote Sensing Satellite-2 (ERS-2)

scatterometer winds in 1996 and QuikSCAT winds in

1999 to the assimilation system (Rienecker et al. 2011).

Similar drifts in the behavior ofMERRAover time have

been noted by Trenberth et al. (2011) in the context of

global precipitation and energy balances.

The spatial structure of the 900-hPa zonal wind and

zonal wind increments for DJF and JJA (Fig. A3) can be

compared with the ERA-Interim equivalents in Figs. 6

and 9.Motivated by the time evolution of the increments

in Fig. A2e, Figs. A3c and A3f show the climatological

analysis increments for the 1998–2015 period separately.

Again, there are a wider variety of features seen in the

analysis increments for MERRA, such as the greater

prevalence of increments over land. But nevertheless,

they do support the conclusions derived from ERA-

Interim. During the NH winter, the increments impart

westerly tendencies on the flow in the NH low latitudes.

When the full time period is considered, the influence of

these increments is more restricted to the west Pacific,

Indian Ocean, Hawaii, and Atlantic, perhaps related to

the locations at which observations are available. When

only the post-1998 period is considered, however, it can

be seen that westerly increments are present over a

wider expanse of the ocean surface, perhaps related to

the increased assimilation of scatterometer winds.

Similarly, during NH summer, MERRA exhibits

broadly similar features to those in ERA-Interim, with

the increments acting to reduce the strength of the

easterly trades in the SH low latitudes and reduce the

strength of the westerly monsoon inflow in the Indian

Ocean. While there is a clear tendency for the in-

crements to reduce the easterly trades in the SH,

MERRAdoes differ fromERA-Interim in the vertically

integrated momentum balance there. MERRA exhibits

slightly weaker easterly wind stress in the SH than ERA-

Interim [apparent from a comparison of the differences

with CMIP5 (Figs. 3g and A1d)]. It also exhibits a

weaker net easterly tendency from the resolved dy-

namics tendencies than ERA-Interim (cf. Figs. 3h and

508 JOURNAL OF CL IMATE VOLUME 31



A1e).While the increments are acting to reduce the low-

level easterlies in the SH, they are also providing an

easterly tendency above, and, therefore, their vertically

integrated contribution is minimal. Given the differ-

ences in the resolved tendencies between ERA-Interim

and MERRA in the SH, it is difficult to draw firm con-

clusions about the fidelity of the resolved dynamics

terms in CMIP5 models there, since they compare well

with ERA-Interim but differ from MERRA.

In summary, while some differences do exist between

MERRA and ERA-Interim, the analysis increments in

MERRA act to reduce the low-level zonal flow in a

similar fashion, indicating a missing drag on the low-

level flow in the underlying forecast model and lending

FIG. A1. The momentum balance for the MERRA reanalysis: (a) tu, (b) the resolved dynamics terms, and (c) the residual between

them. (d) The difference in tu between CMIP5 and MERRA, (e) the difference in the resolved dynamics terms between CMIP5 and

MERRA, and (f) theMERRA residual when other parameterized tendencies are included. (g) The tendencies from the IAUs and (h) the

residual when the IAUs are included in the balance.
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support to the overall conclusions drawn from ERA-

Interim in the main body of the text.

APPENDIX B

Description of Additional Observation-Based
Datasets

In addition to the two reanalysis datasets, we make

use of a variety of observation-based datasets of surface

wind stress, 10-m winds, and 10-m neutral winds as

summarized in Table 2. Below is a brief description of

each of these datasets.

d COREv2 tu (Large and Yeager 2009): This dataset

provides a historical estimate of surface fluxes of mo-

mentum, heat, and moisture. These surface fluxes are

obtained using bulk formulas [e.g., (5)] butwith the input

near-surface fields derived from observations. While the

primary input dataset of winds, temperature, specific

humidity, and density is the NCEP reanalysis, these data

are first corrected to account for known biases using a

wide range of in situ and satellite-based observations

such as buoymeasurements of near-surface temperature

and QuikSCAT vector winds. In addition, this dataset is

self-consistent overall, in that the fluxes of momentum

and latent and sensible heat are all calculated using the

FIG. A2. As in Fig. 4, but for MERRA. The climatologies in (a)–(d) are calculated for the 1979–2015 period.
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same winds, and yield only a small imbalance in the net

globally averaged air–sea heat flux when combined with

independent radiation and precipitation measurements.

The bulk formula methodology and drag coefficients

used to obtain the surface fluxes from near-surface

quantities are those described in Large and Yeager

(2004). We make use of the zonal surface wind stress

climatology from 1979 to 2005.
d SCOW u10N and tu (Risien and Chelton 2008): The

Scatterometer Climatology of Ocean Winds is a data-

set of surface wind stress and near-surface winds

derived solely from QuikSCAT measurements and

runs from September 1999 to August 2007. The 10-m

neutral zonal winds are directly obtained through the

GMF, and the calculation of tu assumes the Large

et al. (1994) formulation of CDN.
d IFREMER u10N and tu (Bentamy et al. 2013): The

IFREMER dataset also provides 10-m neutral winds

and surface stress obtained from QuikSCAT. How-

ever, in comparison with SCOW, it uses a newer

reprocessed version of the scatterometer retrievals,

which is based on a newer GMF (Ricciardulli and

Wentz 2011) and the Fairall et al. (2003) formulation

of CDN. This dataset runs from 1999 to 2009 with some

data gaps.
d WASWind u10 (Tokinaga and Xie 2011): The Wave

and Anemometer-Based Sea Surface Wind dataset

is constructed from ship-based observations that

were archived in the International Comprehensive

Ocean–Atmosphere Dataset (ICOADS) and includes

various bias corrections and adjustments to account

for trends in anemometer heights. We make use of the

WASWind 10-m zonal winds from 1979 to 2005.
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