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Abstract Geoengineering with stratospheric sulfate aerosols can, to some extent, be designed to
achieve different climate objectives. Here we use the state-of-the-art Community Earth System Model,
version 1, with the Whole Atmosphere Community Climate Model as its atmospheric component
(CESM1(WACCM)), to compare surface climate and stratospheric effects of two geoengineering strategies.
In one, SO2 is injected into the tropical lower stratosphere at the equator to keep global mean temperature
nearly constant under an RCP8.5 scenario, as has been commonly simulated in previous studies. In
another, the Geoengineering Large Ensemble (GLENS), SO2 is injected into the lower stratosphere at four
different locations (30◦N/S and 15◦N/S) to keep global mean temperature, the interhemispheric
temperature gradient, and the equator-to-pole temperature gradient nearly unchanged. Both simulations
are effective at offsetting changes in global mean temperature and the interhemispheric temperature
gradient that result from increased greenhouse gases, but only GLENS fully offsets changes in the
equator-to-pole temperature gradient. GLENS results in a more even aerosol distribution, whereas
equatorial injection tends to result in an aerosol peak in the tropics. Moreover, GLENS requires less total
injection than in the equatorial case due to different spatial distributions of the aerosols. Many other
aspects of surface climate changes, including precipitation and sea ice coverage, also show reduced
changes in GLENS as compared to equatorial injection. Stratospheric changes, including heating,
circulation, and effects on the quasi-biennial oscillation are greatly reduced in GLENS as compared to
equatorial injection.

1. Introduction
Stratospheric sulfate aerosol geoengineering has been discussed as a potential means of temporarily offset-
ting the effects of anthropogenic CO2 emissions (e.g., Crutzen, 2006; NRC, 2015). This strategy, one of the
most studied methods of solar geoengineering, mimics the cooling resulting from large volcanic eruptions.
Numerous climate modeling studies have looked at the impact of stratospheric sulfate aerosol geoengineer-
ing on various aspects of the climate system; Caldeira et al. (2013), Irvine et al. (2016), NRC (2015), and
Rasch et al. (2008b) provide reviews of the impacts on temperature, the hydrologic cycle, the cryosphere,
and stratospheric chemistry, among many other features of the climate response.

Recently, the importance of design aspects of solar geoengineering have been receiving increased attention
in modeling studies (Kravitz et al., 2016; MacMartin et al., 2016; MacMartin & Kravitz, 2019a). Pertinent
to stratospheric sulfate aerosol geoengineering, this perspective takes into account that the climate effects
of solar geoengineering will depend on the magnitude (e.g., Niemeier & Timmreck, 2015), latitude (Tilmes
et al., 2017; Dai et al., 2018), altitude (Tilmes et al., 2018), and time of year of injection (Kravitz & Robock,
2011). The results may also depend on how the sulfate aerosols are formed, for example, SO2 injection, as
is done when large volcanic eruptions occur (Robock, 2000) versus direct condensation of H2SO4 droplets
to overcome rapid particle growth and thus reduced geoengineering efficacy and increased stratospheric
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heating (Pierce et al., 2010; Vattioni et al., 2019). Subject to limitations imposed by physics, one can design
solar geoengineering to meet particular chosen objectives by modifying these different degrees of freedom.

This design perspective is particularly important to consider in the context of latitude of injection. In many
previous modeling studies involving stratospheric sulfate aerosol geoengineering, SO2 was injected into the
lower stratosphere at the equator, with the idea that the Brewer-Dobson circulation would act to transport
the aerosols poleward, thus distributing the aerosols relatively evenly and providing approximately uniform
cooling globally (Robock et al., 2008). However, numerous side effects of equatorial stratospheric sulfate
aerosol geoengineering have been noted. Simulations with complex representations of aerosol microphysics
and stratospheric transport (e.g., Heckendorn et al., 2009; Niemeier et al., 2011; Niemeier & Timmreck,
2015; Tilmes et al., 2017) indicate that equatorial SO2 injection tends to result in a peak in zonal average
stratospheric aerosol optical depth (AOD) in the tropics. English et al. (2012) conducted a variety of sim-
ulations using different aerosol precursors and different latitudinal extents of injection and found that if
injection is centered equatorially, there is still a mass peak near the equator. As such, although global mean
temperature increases can be offset by equatorial injection, the surface tends to be overcooled (relative to
the baseline of comparison) in the tropics and undercooled at the poles (e.g., Kravitz et al., 2013). Because
of differences in land surface area, the Northern Hemisphere tends to be cooled more than the Southern
Hemisphere, shifting meridional temperature gradients. Note that CO2 warms the Northern Hemisphere
more than the Southern Hemisphere; different models have different sensitivities of the interhemispheric
temperature gradient to CO2 versus solar geoengineering (e.g., Kravitz et al., 2016). In addition, simulations
with equatorial geoengineering have been associated with notable adverse impacts on column stratospheric
ozone (Pitari et al., 2014; Tilmes et al., 2008; Tilmes et al., 2009) and the quasi-biennial oscillation (QBO;
Aquila et al., 2014; Richter et al., 2017).

Recently, Tilmes et al. (2017) described a suite of stratospheric sulfate aerosol geoengineering simulations
using CESM1(WACCM), a state-of-the-art Earth System Model that includes thorough treatments of strato-
spheric chemistry and aerosol microphysical growth (Mills et al., 2017). These simulations involved a more
comprehensive exploration of the aforementioned design space than has been performed in the past, includ-
ing stratospheric injection of SO2 at seven different latitudes. As might be expected, injection of SO2 at
different latitudes results in different patterns of AOD coverage. Examples include aerosols being relatively
confined to one hemisphere for injections poleward of 30◦ latitude and tropical aerosol coverage without
the equatorial peak for simultaneous injection at 15◦N and S.

This suite of simulations was performed in preparation for a simulation described by Kravitz et al. (2017) in
which a feedback algorithm (MacMartin et al., 2014) was used to independently adjust the annual injection
rate of SO2 at four independent locations to achieve three simultaneous global temperature objectives. (This
simulation and the objectives are described in more detail in the next section.) In particular, in addition
to reducing global mean temperature, the objectives of this strategy were to avoid side effects of regional
temperature change, such as different meridional temperature gradients or overcooling of the tropics and
undercooling of the poles. Indeed, tropical overcooling and polar undercooling were the original motivations
behind moving to a design perspective for geoengineering (Ban-Weiss & Caldeira, 2010; Kravitz et al., 2016).
In addition to generally avoiding these regional side effects, Richter et al., 2017 (2017, 2018) found that many
of the stratospheric side effects associated with equatorial injection (described previously) were not present
in this new simulation, for example, the QBO remains closer to present day than in the RCP8.5 simulation.
However, these simulations were not directly compared in the same model with equatorial-only injection.
Does this stratospheric aerosol geoengineering strategy have fewer side effects than equatorial injection?

Here we explore this question in more detail by comparing two suites of geoengineering simulations.
One involves using equatorial SO2 injection to offset changes in global mean temperature under increased
anthropogenic greenhouse gas (GHG) concentrations. The other involves using SO2 injection at four dif-
ferent latitudes (15◦N/S and 30◦N/S) to offset changes in global mean temperature, the interhemispheric
temperature gradient, and the equator-to-pole temperature gradient. We focus on a comparison between
the surface climate effects in the two ensembles (section 3), as well as aerosol distribution and mechanisms
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Figure 1. Annual injection rates (Tg SO2 a−1) for equatorial injection
(orange) and Geoengineering Large Ensemble (GLENS, other colors).
Individual ensemble members are shown in faint lines, and
ensemble averages are shown in thick lines.

of large-scale stratospheric circulation changes (section 4). In doing so,
we provide further information regarding the consideration of solar geo-
engineering as a design problem.

2. Simulations and Analysis
The analyses in this study were conducted on three ensembles of sim-
ulations, all generated with the 1◦ horizontal resolution version of
CESM1(WACCM) as described by Mills et al. (2017), with the excep-
tion of an updated land model, as described by Tilmes et al. (2018).
The atmospheric component of this model has 70 vertical layers extend-
ing up to 140 km. It is fully coupled to land (CLM4.5; Oleson et al.,
2013), ocean (POP2; Danabasoglu et al., 2012), and cryospheric (CICE4;
Hunke & Lipscomb, 2008) components. Aerosol microphysics are han-
dled via the three-bin Modal Aerosol Model (MAM3; Liu et al., 2012).
The coupled model system validates well against observed AOD from
the 1991 eruption of Mount Pinatubo. Mills et al. (2017) provide further
details regarding the model development, components, and validation
procedure.

The first ensemble serves as a baseline for comparison against the geo-
engineering simulations. A 20-member ensemble of RCP8.5 simulations
(van Vuuren et al., 2011) was conducted over the period 2010–2030; the

average over this period is referred to as baseline conditions. Three of those ensemble members were
extended out past 2095. In the second ensemble, hereafter called the Geoengineering Large Ensemble
(GLENS; Tilmes et al., 2018), SO2 was injected at four independent locations: 30◦N, 15◦N, 15◦S, and 30◦S
(each into a single grid box at 180◦E, at the model level ≈5 km above the annual mean tropopause). These
locations were chosen because MacMartin et al. (2017) found that they are sufficient to meet the chosen
objectives of GLENS. The amount of injection at each location was adjusted independently every year by
employing feedback on the previous climate state, as described by Kravitz et al. (2017). The feedback algo-
rithm involves evaluating the model state after every year of simulation, specifically in terms of how far
the state is from the chosen objectives. Then the injection amount at each of the four locations is adjusted
independently to better meet the objectives. For a more thorough description of feedback as applied to
solar geoengineering, please refer to MacMartin et al. (2014) and Kravitz et al. (2016). The objectives of this
feedback algorithm are, starting in 2020, to maintain global mean surface air temperature (T0), the inter-
hemispheric surface air temperature gradient (T1), and the equator-to-pole surface air temperature gradient
(T2) at baseline (2010–2030 average) values against a background of RCP8.5 over the period 2020–2099. More
formally, these quantities are defined as

T0 = 1
A ∫

𝜋∕2

−𝜋∕2
T(𝜓)dA

T1 = 1
A ∫

𝜋∕2

−𝜋∕2
T(𝜓) sin𝜓 dA

T2 = 1
A ∫

𝜋∕2

−𝜋∕2
T(𝜓)1

2
(3sin2

𝜓 − 1)dA

(1)

where T(𝜓) is zonal mean temperature at latitude 𝜓 , A = ∫ 𝜋∕2
−𝜋∕2 cos(𝜓) d𝜓 denotes area, and dA is an area

weighting. GLENS involves 20 ensemble members.

In the third ensemble, referred to as equatorial injection (or abbreviated GEQ in some of the figure titles),
SO2 was injected only at the equator (in a single grid box, also at 180◦E, also 5 km above the annual mean
tropopause) to maintain T0 at its baseline (2010–2030 average) value against the same RCP8.5 background
as GLENS over the period 2020–2099. This was again accomplished by employing feedback, adjusting the
rate of SO2 injection every year. Three ensemble members of this simulation were performed.

In some plots, statistical significance is shown. Because the two sets of simulations being compared have dif-
ferent ensemble sizes and potentially different variances, statistical significance is calculated using Welch's
t test. Stippling is shown where results are not statistically significant at the 95% confidence level.
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Figure 2. Change in annual mean (top) T0, (middle) T1, and (bottom) T2 (equation (1); K) from the baseline period
(Representative Concentration Pathway 8.5, RCP8.5, 2010–2030 average) for the RCP8.5 (blue), Geoengineering Large
Ensemble (GLENS, black), and equatorial (orange) ensembles. Faint lines indicate individual ensemble members, and
thick lines indicate ensemble means.

3. Surface Climate Effects
As is seen in Figure 1, the GEQ strategy requires more total SO2 injection than GLENS to achieve the same
T0 objective, suggesting a lower efficiency of global average cooling per unit injection. This is in contrast to
previous assumptions that tropical injection would be the most efficient because large-scale atmospheric cir-
culation would transport the aerosols to achieve roughly globally uniform coverage (Budyko, 1977; Robock
et al., 2008). (We revisit the reasons for this in the subsequent section, specifically surrounding the discus-
sion of particle size.) In GLENS, most of the injection occurs at 30◦N and 30◦S, with a lesser amount at 15◦N.
Hardly any injection occurs at 15◦S. This results in excellent success in maintaining T0 at baseline levels
(Figure 2). T1 has a slight positive bias, but the ensemble mean is still within the ensemble spread of the
reference period (Tilmes et al., 2018). GLENS shows some bias in T2 due to saturation in meeting T0 and T1
(MacMartin et al., 2019): meeting T2 while also meeting T0 and T1 would have called for negative SO2 injec-
tion at 15◦S, which is impossible. Therefore, there was too much tropical cooling relative to high latitudes,
which manifests as a positive T2 bias that the feedback algorithm cannot fully correct. In the GEQ ensem-
ble, both T0 and T1 have similar performance to GLENS. In this model, roughly uniformly distributed CO2
(which is the dominant forcing in RCP8.5, although other forcings, such as tropospheric aerosols, are hemi-
spherically asymmetric) warms the Northern Hemisphere more than the Southern Hemisphere and the
roughly hemispherically symmetric aerosol distribution from GEQ cools the Northern Hemisphere more
than the Southern Hemisphere, resulting in effectively meeting the T1 goal as long as T0 is met, without
explicitly specifying T1 as a goal. The major difference between the ensembles is T2: although GEQ partially
offsets the change in T2, there is some residual overcooling of the tropics and undercooling of the poles,
and only specifically targeting the equator-to-pole temperature gradient, as in GLENS, is effective at further
reducing T2 changes.

Niemeier and Timmreck (2015) calculated metrics of forcing efficiency, defined as the instantaneous radia-
tive forcing due to the aerosols (calculated from a double radiation call) per annual injection rate, plotted
as a function of the injection rate. Supporting information Figure S1 shows similar plots for both GLENS
and GEQ from this study. The magnitude of instantaneous radiative forcing can be artificially high under
scenarios of strong heating near the tropopause (Hansen et al., 2005). As such, we can conclude that our
GEQ results are qualitatively similar to those of Niemeier and Timmreck (2015): after an initial transient
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Figure 3. Scatter plots of (a) global, annual mean stratospheric AOD; (b) global, annual mean temperature change as
compared to the RCP8.5 ensemble (ΔT′

0; K); and (c) annual injection rate for GLENS (black) and equatorial injection
(orange). Text in each panel gives the equations for ordinary least squares regression through the points, both
unconstrained and constrained to go through the origin, representing different time scales of system response
(long-term and initial transient, respectively). GLENS = Geoengineering Large Ensemble; AOD = aerosol optical depth.

period, total forcing efficiency reduces with injection rate, but longwave efficiency does not change appre-
ciably. However, because different simulations have different amounts of stratospheric heating (section 4
below), they will have different biases in their radiative forcing estimates. As such, this metric is limited
for comparisons across simulations. Instead, we focus on comparisons of stratospheric AOD, which does
not necessarily have the same relationship with injection rate as does radiative forcing (Kleinschmitt et al.,
2018). The relationship between injection rate and stratospheric AOD is consistent between GLENS and
GEQ (Figure 3a); this will be revisited in the final section. Although there are transient responses toward
the beginning of the simulation, when the stratospheric aerosol burden is ramping up, there is no evidence
of strong nonlinearity in the majority of the simulations. As a separate metric of efficiency, we calculate
the slope of the regression line between injection rate or stratospheric AOD over 2020–2099 against ΔT′

0,
where ΔT′

0 is the global mean temperature difference between the geoengineered ensemble and the RCP8.5
ensemble. For both injection rate and stratospheric AOD (Figures 3 b and c), there is an “efficiency penalty”
of 19% for GEQ as compared to GLENS.

Figure 4 shows a monthly time series of zonal mean stratospheric AOD for the GLENS ensemble and GEQ
cases. Consistent with previous studies (e.g., Niemeier et al., 2011; Pitari et al., 2014; Tilmes et al., 2017),
the GEQ case results in a peak in AOD near the equator, lesser peaks in the midlatitudes, and relative gaps
in the subtropics. Conversely, GLENS shows peaks in the midlatitudes and a relative gap in the tropics.
There is a notable seasonal cycle in AOD at all latitudes. Peak AOD (over all latitudes and months) reaches
approximately 1 in both ensembles by the end of the century.

Disaggregating these results into zonal mean surface air temperature (Figure 5), the RCP8.5 simulation
looks as expected: warming everywhere due to increased GHG concentrations, with greater warming at the
poles (especially the Arctic) due to feedbacks and transport processes associated with polar amplification
(Holland & Bitz, 2003). Comparing GLENS and GEQ, it becomes immediately clear that GLENS is effective
at offsetting the known feature of “overcooling” in the tropics and “undercooling” at higher latitudes that is
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Figure 4. Zonal mean stratospheric aerosol optical depth for the ensemble mean of GLENS (top) and equatorial
injection (bottom). All values are monthly means. GLENS = Geoengineering Large Ensemble.

associated with idealized solar reduction (e.g., Govindasamy & Caldeira, 2000; Kravitz et al., 2013) or more
realistic stratospheric sulfate aerosol (e.g., Tilmes et al., 2017) representations of stratospheric sulfate aerosol
geoengineering using GEQ of sulfate aerosol precursors. We calculate an area-weighted root-mean-square
error (RMSE) metric via

RMSE A =

√√√√
∑(

T − Tbase
)2dA∑

dA
(2)

where T is the temperature in any grid cell averaged over 2075–2095 (ensemble member average), Tbase is
the temperature in the baseline (2010–2030 average, ensemble average) in that grid cell, dA is the area of that
grid cell, and summation is over all grid cells. RMSEA for GLENS is 0.51, 0.56, and 0.76 K for annual mean,
June to August (JJA) average, and December to February (DJF( average, respectively. For GEQ, the values
are 0.82, 0.87, and 1.11 K, respectively. For context, RCP8.5 values are 4.49, 4.47, and 5.18, respectively. Even
though T0, T1, and T2 may be controlled on average (Figure 5c), there can still be significant regional temper-
ature changes, albeit reduced changes in GLENS as compared to GEQ (Figure 6 and supporting information
Figure S2; figures in the supporting information show a 2045–2065 average). Both ensembles show Arctic
cooling with respect to RCP8.5, more so in GLENS, although the area covered by those latitudes is too small
to substantially affect the feedback algorithm behavior (not shown).

The residual warming at midlatitudes in both ensembles resembles a classic winter warming signal (e.g.,
Driscoll et al., 2012; Robock & Mao, 1992), although the warming in GLENS is more extensive than is
typically found after volcanic eruptions (Wunderlich & Mitchell, 2017). The midlatitude warming pattern
appears to be stronger in the equatorial run than in GLENS, although it is difficult to disaggregate this fea-
ture from the differences in T2 between the ensembles. A further exploration of some potential dynamical
changes is undertaken in the next section, although it is an active area of research to understand dynamical
effects from geoengineering versus volcanic eruptions, and the results are likely to be model dependent (H.
Schmidt, personal communication, March 28, 2019). The right column of Figure 6 indicates that, compared
to GLENS, the GEQ ensemble has more tropical cooling and residual warming at other latitudes, consistent
with the added objectives of T1 and T2 in GLENS. Both GEQ and GLENS show features of high-latitude cool-
ing during summer. The temperature objectives of the feedback algorithm are defined in the annual mean.
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Figure 5. Zonal mean surface air temperature change (K) from the baseline period climatology (RCP8.5, average
seasonal cycle over 2010–2030) for the ensemble means of RCP8.5 (top), GLENS (middle), and equatorial injection
(bottom). All values are monthly means. GLENS = Geoengineering Large Ensemble. RCP = Representative
Concentration Pathway.

Therefore, if there are indeed dynamical effects leading to a winter warming pattern as is seen after volcanic
eruptions, then meeting the goals requires injection of an amount that will overcool in the summer.

As an additional metric of change, Figure 7 shows changes in atmospheric, oceanic, and total meridional
heat flux as a function of latitude, calculated using the method of Wunsch (2005), whereby net TOA and
surface radiative fluxes are integrated from the south pole to the north pole. Positive values indicate north-
ward transport. The RCP8.5 simulations result in substantially reduced atmospheric poleward heat flux,
which is compensated by increased oceanic flux, resulting in little net annual change. GLENS and the GEQ
ensembles have little change in either atmospheric or oceanic fluxes (on an annual average), indicating the
effectiveness of these particular deployments of solar geoengineering in offsetting changes in aggregate heat
fluxes caused by anthropogenic GHGs. However, RCP8.5 and both geoengineering ensembles show some
seasonal change in meridional heat flux. RCP8.5 shows the largest changes: In the boreal summer, there is
anomalous southward transport by the atmosphere and anomalous northward transport by the ocean; in the

KRAVITZ ET AL. 7906
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Figure 6. Maps of surface temperature change (K) for GLENS (left column), Equatorial (middle column) and the difference Equatorial-GLENS (right column)
where change refers to the mean over the period 2075–2095 minus the baseline. Stippling indicates regions that are not statistically significant at the 95%
confidence level as calculated using Welch's t test. GLENS = Geoengineering Large Ensemble; JJA = June to August; DJF = December to February.

boreal winter, the opposite pattern occurs. In summer and winter, both GLENS and the GEQ simulations
show reduced northward meridional heat flux in the atmosphere near the North Pole, which is compensated
by the ocean. Hwang and Frierson (2010) found that the bulk of atmospheric meridional heat transport is
due to moisture flux, so this is a potential indication of less moisture transport into the Arctic, consistent
with the high-latitude cooling discussed earlier. While all of these findings represent a consistent picture,
finding a causal relationship will require additional investigation that is beyond the scope of this study.

Figure 8 shows changes in minimum and maximum sea ice extent in both the Northern and Southern Hemi-
spheres. These results largely parallel the previous discussions of high-latitude temperature. Under RCP8.5,
due to warming and polar amplification of that warming, sea ice undergoes a precipitous decline. Con-
versely, both geoengineering simulations show promise in partially restoring sea ice, particularly GLENS
in the Arctic, consistent with the sustained cooler temperatures seen in Figures 5 and 6. September sea ice
extent increases despite positive T2 values, consistent with the previously discussed temperature changes.
This also indicates that large-scale average metrics of performance may not capture important local features
of change.

Figure 9 (also, see supporting information Figure S3) shows that none of the geoengineering ensembles
offsets all precipitation changes. However, the residual changes in the GEQ (RMSEA = 0.41 mm/day) are
greater (as compared to the baseline) than the changes in GLENS (RMSEA = 0.25 mm/day). For reference,
in RCP8.5, RMSEA = 0.56 mm/day. Many of the starkest differences between the two ensembles are in the
tropics, specifically that GEQ results in tropical drying, consistent with overcooling of the tropics. Because
the two ensembles show similar performance in offsetting changes in T1, it is difficult to determine whether
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Figure 7. Change in ensemble average meridional heat flux (MHF; PW) for RCP8.5 (blue), GLENS (black), and
equatorial injection (orange). Values are calculated using the methodology of Wunsch (2005). GLENS =
Geoengineering Large Ensemble; RCP = Representative Concentration Pathway.

preventing changes in T1 also prevents shifts in the intertropical convergence zone (ITCZ). Figure S4 shows
that both GLENS and GEQ have little change in the latitude of the precipitation centroid, which is a met-
ric of ITCZ position. Frierson and Hwang (2012) argue that shifts in the ITCZ are tied to meridional heat
flux changes that may not be reflected in temperature gradient shifts (T1); the potential for devising a feed-
back algorithm that would target these meridional heat flux changes instead of temperature changes is left
to future work. (We note that one could also directly target precipitation as an objective of a feedback algo-
rithm, as was attempted by MacMartin et al. (2014) and Kravitz et al. (2016). However, precipitation is a very
noisy field, so there are advantages to targeting objectives like T1, which are arguably less noisy.) In addition,
geoengineering can cause dynamical changes (discussed in the following section) that in turn have effects
on precipitation. At this point, it is difficult to make conclusions as to what is driving different precipitation
changes in the two ensembles or whether those changes are robust. However, we can make the broad con-
clusion that has been made in numerous other studies (e.g., Bala et al., 2008): carbon dioxide increases (as
under RCP8.5), accelerate the hydrological cycle, and global-scale geoengineering offsets that acceleration.

4. Stratospheric Changes
As was discussed in the previous section, several features of the climatic response are hypothesized to be
related to changes in dynamics, potentially influenced by the stratosphere. Most analyses in this section
involve a comparison of years 2075–2095 as compared to the baseline (RCP8.5, 2010–2030 average) for both
GLENS and the GEQ ensembles.

Figure 10 illustrates changes in zonally averaged sulfate (SO4) aerosol mass burden. SO4 mass tends to
have maxima near the injection locations and lower values away from the injection sites due to transport
(Figure 1), augmenting background values by over 3 orders of magnitude. Figure S5 indicates that the
increase in SO4 mass burden scales with the increase in SO2 injection rate. The aerosols tend to spread
more meridionally in GLENS than under GEQ, with peak values in GLENS being approximately half of the
peak values in the GEQ ensemble. These results are consistent with the findings of Tilmes et al. (2017). In
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Figure 8. (left column) March and (right column) September sea ice extent (millions of square kilometers) for RCP8.5
(blue), GLENS (black), and equatorial injection (orange). For calculations in this figure, Arctic contains all grid boxes
north of 45◦N, and Antarctic contains all grid boxes south of 45◦S. Faint lines depict individual ensemble members,
and solid lines depict ensemble averages. RCP = Representative Concentration Pathway; GLENS = Geoengineering
Large Ensemble.

both geoengineering ensembles, tropospheric SO4 mass burden increases at all latitudes, consistent with
increased deposition (Kravitz et al., 2009; Visioni et al., 2018). Even though the injection heights are similar
in both ensembles, the vertical extent of the aerosols is much greater in the GEQ ensemble than in GLENS.
Equatorial aerosols are more likely to be transported upward by the upwelling branch of the Brewer-Dobson
circulation (Plumb, 2002), although (as discussed shortly) there may be more contribution from self-lofting
due to aerosol heating in the equatorial case.

Figures 11 and S6 provide zonally averaged calculations of modeled aerosol effective radius. When aerosol
effective radius is averaged spatially, it is important to weight the average by some measure of where the
aerosols are, as a straightforward mean will be dominated by large radii in places where there may be few
aerosols. An effective strategy is to weight the average by any of the three moments of the size distribution:
number density, surface area density, or mass/volume density. For the calculations presented in this study,
we choose to weight by surface area density (SAD). This is mathematically equivalent to

reff (𝜙, z) =

∑
𝜆

[
reff (𝜆, 𝜙, z) · SAD (𝜆, 𝜙, z)

]
∑
𝜆

SAD (𝜆, 𝜙, z)
(3)

where 𝜆 indicates longitude, 𝜙 indicates latitude, z indicates altitude, and an overline indicates the zonal
average (average over all longitudes).

Aerosol effective radius is useful for understanding the increased vertical extent of the aerosols in Figure 10,
which could be due to various dynamical interactions associated with heating of the aerosols. In GLENS,
aerosol effective radius reaches peak tropical values of ≈0.7 μm, an increase from the baseline and RCP8.5,
which each has peak values of≈0.2 μm. Conversely, aerosol effective radius under GEQ exceeds 1μm, even as
early as the 2045–2065 average period (Figure S6). The meridional distribution of aerosol effective radius has
a tropical peak (i.e., the area with maximum concentration) with generally lower values poleward, although
this peak is far more pronounced under GEQ.

The patterns of stratospheric temperature change in the two ensembles (Figures 12 and S7) are consistent
with the different SO4 mass burdens and effective radii, as well as the radiative effects of increased CO2.
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Figure 9. Changes in annual mean precipitation (mm/day) due to GLENS (top) and equatorial injection (middle), as
well as the difference between the two (bottom), over the 2075–2095 average. Change is as compared to the baseline
(RCP8.5, 2010–2030 average). Stippling indicates regions that are not statistically significant at the 95% confidence level
as calculated using Welch's t test. GLENS = Geoengineering Large Ensemble.

Stratospheric heating is present in both geoengineering ensembles, but GEQ results in approximately 60%
more heating than in GLENS. The latitudinal extent of the heating is similar in both ensembles. Most of the
heating is below the peak mass mixing ratio but above the tropopause (refer to Richter et al., 2017; Richter
et al., 2018, for a more detailed description of the mechanisms governing the location of this heating). Both
geoengineering ensembles show slight tropical tropospheric cooling, consistent with reduced insolation,
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Figure 10. (a) Baseline (RCP8.5 averaged over years 2010–2030) zonal mean SO4 mass burden (ppbv); (b) change from
the baseline for the RCP8.5 ensemble mean, averaged over the period 2075–2095; (c) change from the baseline for the
ensemble average of GLENS; and (d) change from the baseline for the equatorial injection ensemble average. Hatching
indicates that differences are not statistically significant at the 95% confidence level. The four black circles indicate the
four SO2 injection locations in GLENS, and the white circle indicates injection location under equatorial injection. The
black solid line indicates the tropopause in the baseline, and the blue solid line indicates the tropopause in the
perturbed experiment. Panel (a) has a different color scheme and contouring from the other panels, and the color bar
does not apply to panel (a). RCP = Representative Concentration Pathway; GLENS = Geoengineering Large Ensemble;
GEQ = equatorial injection.

increased tropospheric stability, and hence less column water vapor (Figures 13 and S7; Bala et al., 2008).
Both ensembles also show upper stratospheric cooling of generally comparable magnitude to RCP8.5, which
is a known signal of increased GHGs (Manabe & Wetherald, 1975).

Warming of the tropopause by the aerosols allows more water vapor into the stratosphere, as has been
observed after large volcanic eruptions (e.g., Figure 13 and Supplemental Figure 8 ; Oman & Waugh, 2008).
Water vapor increases in most of the lower stratosphere by 2–4 ppmv in GLENS and by 4–7 ppmv in GEQ,
compared to the baseline of 3–5 ppmv. Under GEQ, the stratospheric heating tends to be amplified in the
tropics, accelerating the transport of water vapor into the stratosphere and resulting in approximately a dou-
bling of the background stratospheric water vapor values, as compared to an≈50% increase over background
values in GLENS.

The increase in stratospheric water vapor concentration is less in both geoengineering ensembles at the poles
between 20 and 30 km in altitude as compared to other latitudes, especially at the South Pole. This feature
sets up relatively early in the simulations (Figure S8), and the Antarctic feature is also seen in the RCP8.5
simulations. All of these dehydration features are poleward of accelerated zonal wind (Figures 14 and S9),
indicating a strengthening of the polar jets. These jets in turn can establish a transport barrier, preventing
accumulation of water vapor at high latitudes. Consistent with thermal wind balance, the strengthened
stratospheric westerlies are accompanied by cooling in the polar lower stratosphere, as is seen in Figures 12
and S7. Due to a lack of appreciable change in polar stratospheric ozone concentration (Figure S10), the
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Figure 11. Sulfate aerosol effective radius (μm) for (a) Baseline (RCP8.5 averaged over years 2010–2030); (b) RCP8.5
(2075–2095 average); (c) GLENS (2075–2095); and (d) Equatorial injection (2075–2095). Hatching indicates that
differences are not statistically significant at the 95% confidence level. The four black circles indicate the four SO2
injection locations in GLENS, and the white circle indicates injection location under equatorial injection. The black
solid line indicates the tropopause in the baseline, and the blue solid line indicates the tropopause in the perturbed
experiment. RCP = Representative Concentration Pathway; GLENS = Geoengineering Large Ensemble; GEQ =
equatorial injection.

explanatory mechanism for polar stratospheric water vapor changes is likely not chemical. (Note that such
ozone changes are likely small because by the mid-21st century, stratospheric CFC conditions are assumed
to be low in RCP8.5. As such, catalytic destruction of ozone mediated by introducing aerosol surfaces into
the stratosphere, as is discussed by Tilmes et al. (2008), is much less of an issue for our simulations.) Zonal
wind changes in the GEQ ensemble are twice that of GLENS, helping to explain why the relative decrease
in polar water vapor in the equatorial ensemble is more pronounced than in GLENS.

Stratospheric water vapor changes have potential dynamic drivers, which are consistent with the large-scale
dynamical changes that induce winter warming seen after large volcanic eruptions. (See Driscoll et al.
(2012) for a thorough explanation and a complete list of references.) Tropical stratospheric warming drives
increased zonal wind speeds through the thermal wind relationship (Figures 14 and S9); this also explains
why changes in zonal wind are larger in GEQ than in GLENS. This in turn drives a more positive phase of
the Arctic Oscillation, which drives anomalous advection of relatively warm ocean air over land in the mid-
latitudes (e.g., Driscoll et al., 2012). However, as stated previously, some features of residual warming seen
in GLENS are not consistent with “classic” winter warming, leading us to conclude that dynamical changes
may not be wholly responsible for the results seen here. Further work is warranted to untangle and attribute
the residual warming.

In both geoengineering simulations, lower stratospheric zonal wind decelerates around 30◦N and 30◦S, a
reversal of the global warming pattern in RCP8.5 (Richter et al., 2018). In the equatorial simulation, this
decrease spreads to the tropics, consistent with a change of the QBO (Figure 15) to a persistent Westerly
phase. (See Niemeier & Schmidt, 2017, for a more detailed discussion of the mechanisms for these changes.)
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Figure 12. As in Figure 10 but for temperature (K).

In GLENS, the tropical zonal wind centered around 25 km in altitude also decreases (Figure 14), unlike
under GEQ. As a result, the QBO period and amplitude in GLENS remain mostly unchanged relative to
present day with slightly more Easterlies, reflected as a negative zonal mean wind anomaly. The power
spectrum of the QBO under GEQ is relatively flat, showing no well-defined oscillation. The QBO spectrum
shown in Figure 15 is calculated at ≈30 hPa, where there is no obvious oscillation; there is no obvious cycle
at≈20 hPa either (not shown). However, the height of the oscillation in the GEQ simulation appears to move
vertically (Figure 15), whereas the QBO in the other simulations tends to remain at a relatively constant
altitude, so the flat spectrum may be due to difficulty in selecting an appropriate altitude for computation
of the QBO index in the GEQ simulation.

5. Conclusions
A comparison of the two geoengineering ensembles explored here shows that while both GLENS and GEQ
are effective at offsetting global mean temperature changes, GLENS (with multiple injection locations) is
more effective at offsetting changes in the equator-to-pole temperature gradient. In addition, regional resid-
ual temperature effects (which were not chosen as explicit objectives in either ensemble) are lower in GLENS
than GEQ, as are other changes in surface climate such as precipitation and sea ice coverage, all with lower
total injection amounts than in GEQ. As such, the motivation behind including multiple simultaneous objec-
tives has been demonstrated to be well founded: including more objectives can yield improved control over
more aspects of the climate system. As has been discussed by Kravitz et al. (2017) among others, we do not
yet understand the boundaries of achievable climate objectives (MacMartin & Kravitz, 2019b). However, the
results presented here regarding GEQ echo previous studies of geoengineering using solar reduction: offset-
ting changes in T0 also offsets many other climatic changes (Govindasamy & Caldeira, 2000; Kravitz et al.,
2013; Kravitz et al., 2016).

In addition, the stratospheric effects presented here for GEQ are similar to what others have seen: despite
achieving a negative radiative forcing in most regions of the globe, the spatial distribution of the aerosols
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Figure 13. As in Figure 10 but for water vapor (ppmv).

tends to peak in the tropics, resulting in larger particles, consequent stratospheric heating, increased strato-
spheric water vapor, a persistent Westerly phase of the QBO, and surface temperature changes that could be
associated with dynamical effects. However, the comparisons undertaken here also indicate that off-GEQ,
such as in GLENS, ameliorates some of these effects. It is particularly instructive that although tropical
injection was originally proposed for efficiency to let atmospheric transport do a lot of the “work” of deploy-
ment, the simulations discussed here show that in the model employed here, there is at least one off-GEQ
strategy that is more efficient than GEQ.

Despite some similarities between the results presented here and those in other studies, there are notable
differences among some aspects. Examples include transport of aerosols out of the tropics (Niemeier &
Timmreck, 2015) and the radiation code (Kleinschmitt et al., 2018), which results in different fluxes and
forcing efficiency. Niemeier and Tilmes (2017) provide an estimate of uncertainty in the forcing efficiency
of stratospheric sulfate aerosol injection. Although other results presented here are consistent with their
results, the uncertainty is so large (up to a factor of ∼6 for the highest injection rates they investigated) that
our study does not provide any additional constraints on this issue. Further work, including model intercom-
parison with equatorial and GLENS-like setups, and in particular setups that can control for stratospheric
heating, will be necessary to properly quantify forcing efficiency which, ultimately, determines how much
injection is needed to achieve particular climate effects.

The “efficiency improvement” in temperature reduction of 19% in GLENS as compared to GEQ has impor-
tant implications for potential nonlinearities. Although the injection rates explored here did not venture into
a highly nonlinear regime, in general, less perturbation is less likely to excite or exacerbate nonlinear behav-
ior (MacMartin et al., 2016), which better retains predictability and which makes employment of a feedback
algorithm more likely to succeed (MacMartin et al., 2014; Kravitz et al., 2014). As was shown in Figure 3, the
relationship between injection rate and stratospheric AOD is consistent between the two ensembles. AOD
is a function of mass loading and particle size. From Figures 10 and 11, GLENS has less mass loading than
GEQ and also a smaller effective radius in general. However, effective radius in GLENS grows throughout
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Figure 14. As in Figure 10 but for zonal wind (m/s). Positive values in panel (a) indicate Westerly flow.

the simulation (also, see Figure S6). As such, it is plausible that there would be a consistent relationship
between injection rate and AOD, and the increased cooling efficiency in GLENS is due to its ability to main-
tain lower injection rates to meet the same objective (here, T0), not directly in its ability to prevent large
particle growth. We acknowledge the potential for resolution dependence of any linear/nonlinear behavior,
in that subgrid behavior of the particles may not adequately reproduce what might happen in real-world
deployment.

Although GLENS did not fully meet the T2 objective, Kravitz et al. (2017) demonstrated that the T2 objective
was fully met via the same feedback algorithm in an earlier version of CESM1(WACCM), without encoun-
tering a situation in which meeting the objectives would have required negative injection at a location. As of
yet, we are uncertain as to the cause of this discrepancy, but we hypothesize it is due to a change in land mod-
els between the two versions. While the exact source of this difference still needs to be investigated, it raises
an important point regarding behavior of the feedback algorithm in the presence of uncertainty. Structural
uncertainties surrounding the land model used here could have led to notably different performance in meet-
ing the objectives for the same feedback algorithm. Should this strategy be employed in future studies, care
will need to be taken to further reduce uncertainties and to improve feedback algorithm robustness. It would
also be worthwhile to understand the broader range of processes involved in responses to geoengineering.
Possible simulations could include conducting these same experiments in slab-ocean, atmosphere-only, or
aquaplanet contexts.

These two ensembles are by far not the only plausible representations of geoengineering in modeling studies.
Different objectives may require different geoengineering strategies, and it seems likely that some uncertain-
ties will be irreducible, necessitating strategies to manage uncertainties. The present study was, in effect, a
demonstration that applying feedback to meet multiple objectives can, under certain metrics, outperform
more naive strategies of geoengineering. Advancing this research could follow a more thorough, systematic
effort to ensure that research needs are prioritized and the most important uncertainties are being addressed
(MacMartin & Kravitz, 2019a).
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Figure 15. Changes in the QBO under equatorial injection (top row) and GLENS (middle row). Top and middle rows
show zonal mean zonal wind, averaged over 2◦S to 2◦N, over the periods 2020–2039 and 2075–2095. Positive values
indicate Westerly flow. Bottom panel shows power spectra of the QBO, indicating period and amplitude. Baseline
values in the bottom panel are represented by the dashed line. QBO = quasi-biennial oscillation; RCP = Representative
Concentration Pathway; GLENS = Geoengineering Large Ensemble; GEQ = equatorial injection.
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