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[11 In contrast to Arctic sea ice, average Antarctic sea ice area is not retreating but has
slowly increased since satellite measurements began in 1979. While most climate models
from the Coupled Model Intercomparison Project Phase 5 (CMIP5) archive simulate a
decrease in Antarctic sea ice area over the recent past, whether these models can be
dismissed as being wrong depends on more than just the sign of change compared to
observations. We show that internal sea ice variability is large in the Antarctic region, and
both the observed and modeled trends may represent natural variations along with external
forcing. While several models show a negative trend, only a few of them actually show a
trend that is significant compared to their internal variability on the time scales of available
observational data. Furthermore, the ability of the models to simulate the mean state of sea
ice is also important. The representations of Antarctic sea ice in CMIP5 models have not
improved compared to CMIP3 and show an unrealistic spread in the mean state that may
influence future sea ice behavior. Finally, Antarctic climate and sea ice area will be affected
not only by ocean and air temperature changes but also by changes in the winds. The
majority of the CMIP5 models simulate a shift that is too weak compared to observations.
Thus, this study identifies several foci for consideration in evaluating and improving the

modeling of climate and climate change in the Antarctic region.

Citation: Mahlstein, I., P. R. Gent, and S. Solomon (2013), Historical Antarctic mean sea ice area, sea ice trends, and winds
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1. Introduction

[2] The historical and future scenarios of Arctic sea ice
simulations of the Coupled Model Intercomparison Project
Phase 3 (CMIP3) models [Meehl et al., 2007] have been
much discussed in the literature [Boe et al., 2009; Stroeve
et al., 2007]. However, the modeled sea ice behavior in the
Southern Hemisphere has received less attention from an
intermodel comparison perspective. A model analysis for
this area is of interest as a positive trend in Antarctic sea
ice extent [Turner et al., 2012] has emerged over the period
1979-2005, although there are uncertainties associated with
the observations and not all observational data sets show a
significant trend. In most cases, climate models have
difficulty simulating a realistic positive trend over this
period. Lefebvre and Goosse [2008] analyzed the Antarctic
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sea ice distributions of the CMIP3 models and reported that
in general, the modeled trends were too negative compared
to observations. Turner et al. [2012] report a negative sea
ice trend for most CMIP5 models. However, internal vari-
ability is large in this region [Deser et al., 2010] and may
play a role in the small, observed increase of sea ice. Internal
variability includes all of the possible trajectories of the
chaotic climate system. Examples of internal variability are
El Nifio, fluctuations in the thermohaline circulation, or
internal changes in ocean heat content, and other oscilla-
tions. Internal variability may cause shifts or drifts in the
climate over an extended time period, introducing what
appears to be a trend, but is not due to external forcing.
The observed sea ice trend [Cavalieri and Parkinson,
2008; Comiso and Nishio, 2008] might be due to internal
variability and not external forcing; therefore, it is important
to analyze the models in respect to this factor. If the
observed trend is due to internal variability, then the models
do not necessarily need to simulate the observed trend in any
particular ensemble member of the twentieth century runs.
[3] Furthermore, along with apparent shortcomings in
simulated trends, the mean state of Antarctic sea ice is often
poorly simulated [Lefebvre and Goosse, 2008], particularly
its seasonal cycle [Turner et al., 2012]. Here we show that
the spread in the mean sea ice area across the CMIP5 models
is larger than the observed range and hence appears unreal-
istic. Surface winds play an important role in creating the
sea ice distribution, as the applied force on the sea ice pushes
it in the direction of the wind stress. Holland and Kwok

5105



MAHLSTEIN ET AL.:

(1) ACCESS 1.0

('\I— 10 3 (2) beccsm 1.1
E (3) CanESM2
~ 9 7 (4) CNRM-CM5
% 5 (5) CSIRO MK3.6
= 8 (6) FGOALS-s2
T (7) GFDL-CM3
g 7 5 2 24 (8) GFDL-ESM2G
© g9 (9) GFDL-ESM2M
o 6 o Y 10 | (10) Hadcms
8 5 2 3 (1) HadGEM2-CC
E 1 A7 (12) HadGEM2-ES
o 4 12 (13) inmem4
n * (14) IPSL-CM5A-LR
% 3 14 | (15) IPSL-CM5A-MR
. 8 (16) IPSL-CM5B-LR
g 2 1541 21 13 (17) MIROC4h
9 (18) MIROC5
4
= 1 18 : (19) MIROC ESM CHEM
< 0 10 7 R=0.62 (20) MIROC ESM
21) MPI-ESM-LR
=7 6 7 8 9 10 18

(22) MRI-CGCM3
(23) NorESM1-ME
(24) NorESM1-M

MAM mean U [ms™]

Figure 1. The MAM mean ice area versus MAM
mean zonal wind speed for the period 1980-2001. The
numbers correspond to the listed models. The black cross
shows the observations and the grey shading the observed
interannual variability.

[2012] showed that the sea ice drift in the Antarctic, which is
caused by the changing winds, leads to the observed overall
sea ice increase. Therefore, in section 3 we analyze the sim-
ulated mean wind fields south of 55°S with respect to the
simulated sea ice area across the CMIP5 models and find a
significant positive correlation. We also examine the mean
cloud cover south of 55°S and find a significant negative
correlation with mean sea ice area in the CMIP5 models.

[4] While Turner et al. [2012] focus on the seasonal cycle
and the trends of Antarctic sea ice in the historical and con-
trol runs, this study focuses on internal variability and time
scales and their implications for model spread and trends.
Section 4 shows an intercomparison of the CMIP5 models
in terms of their sea ice behavior with respect to internal
variability. However, it is beyond the scope of this study to
explain modeled or observed trends. Several previous stud-
ies offer explanations for the lack of a significant surface
warming trend in the Antarctic (apart from the Peninsula)
[Turner et al., 2005]. For example, Arblaster et al. [2011]
describe the two competing factors of stratospheric ozone
recovery and increasing greenhouse gas concentrations and
note that this might be a reason for the lack of warming.
Furthermore, the trend toward more positive states of the
Southern Annular Mode (SAM) tends to isolate the high
southern latitudes [Thompson and Solomon, 2002], which
could explain part of the “missing surface temperature
trend.” The influence of the SAM and El Nifio—Southern
Oscillation on surface temperature and sea ice is suggested
in observations [Stammerjohn et al., 2008] and models
[Holland and Raphael, 2006; Sen Gupta and England,
2006], which may be linked in part to surface wind changes.
Therefore, we also examine surface wind changes in the
CMIP5 models in section 4. Our conclusions are given in
section 5.

2. Data

[s] This study uses the historical runs from up to 25
atmosphere-ocean global climate models, available from
the World Climate Research Program Coupled Model
Intercomparison Project Phase 5 (CMIPS) [Taylor et al.,
2011]. The output from all models was regridded to a T42
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grid. For Antarctic sea ice observations, the Met Office
Hadley Centre’s sea ice and sea surface temperature data
set [Rayner et al., 2003] and the National Snow and Ice Data
Center bootstrap sea ice concentrations [Comiso, 1999,
updated 2012] are used. The modeled surface air tempera-
tures south of 55°S are compared to the Modern Era-
Retrospective Analysis for Research and Applications data
set (MERRA) [Rienecker et al., 2011]. The cloud cover frac-
tion and the surface zonal wind are taken from the ERA-40
reanalysis [Uppala et al., 2005]. The models were compared
to the historical period from 1980 to 2001, which is available
in all observational data sets. For the trend analysis, we
extended the period to the end of the historical runs in
2005, in order to better capture the sea ice increase that has
been observed. In order to study the changes in the winds
as differences of time mean averages, the time period
considered is 1960-2001. Unfortunately, it is not possible
to extend the period until the end of the historical runs,
which is 2005, as the ERA-40 data set ends in 2001.

3. Historical Mean State of the CMIP5 Models

[6] Surface winds play an important role for the sea ice
distribution, as the applied force on the sea ice surface
pushes the ice in the direction of the wind stress. It was
shown that the sea ice drift in the Antarctic, which is caused
by changing winds, leads to the observed overall sea ice
increase [Holland and Kwok, 2012]. As mentioned in sec-
tion 1, the strength of the wind plays an important role in
respect to how the Antarctic sea ice is simulated by the
models and Figure 1 illustrates this relationship. The
correlation across the CMIP5 models between the March-
April-May (MAM) sea ice area and mean MAM maximal
10m zonal wind for the time period 1980-2001 is 0.62
and significant at the 95% level. Only wind speeds south
of 55°S are considered for the regional mean. Figure 1 shows
that models with stronger zonal winds generally have a larger
sea ice area for this season. The reason is that the stronger
zonal winds result in a faster Ekman drift of the sea ice to
the north by the Coriolis force. Holland and Kwok [2012]
describe the relationship between sea ice and winds in greater
detail. The grey shading in Figure 1 indicates the observed
interannual variability over 1980-2005, in order to illustrate
which models are within interannual variability and which
appear to be unrealistic. The interannual variability is derived
from the observational time series and is simply estimated as
the standard deviation of the detrended data. Figure 1 only
shows the austral fall, as the relationship maximizes for the fall
and winter seasons, yet throughout the other two seasons, there
is also a significant relationship between the strength of the
zonal wind and sea ice area (see Table 1).

Table 1. Correlations Between Antarctic Sea Ice Area and 10 m
Zonal Wind Speed or Cloud Fraction for All Seasons Averaged
Over Area South of 55°S*

10 m Zonal Wind

Cloud Fraction

DJF 0.42 —0.35
MAM 0.62 —0.61
JIA 0.64 —-0.49
SON 0.53 —0.56

“Bold and italic numbers denote significant correlations.
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Figure 2. The SON mean ice area versus SON mean cloud
fraction over the period 1980-2001. The numbers corre-
spond to the models listed in Figure 1. The black cross
shows the observations and the grey shading the observed
interannual variability.

[7] Although the wind influences the sea ice area through-
out all four seasons, it is not the only factor that is important.
Cloud cover is another important factor in terms of
simulated sea ice area. Figure 2 shows the correlation
(R=-0.56, significant at the 95% level) between the

September-October-November (SON) mean sea ice area
and mean SON cloud fraction for the time period 1980-2001.
Clouds south of 55°S are averaged over the region. The corre-
lation is significant during all seasons except December-
January-February (DJF; the austral summer; see Table 1).
Austral summer is the season when the shortwave radiation
plays the most important role. During the darker seasons,
shortwave radiation is less important while longwave radiation
is absorbed and reradiated back to the surface by the clouds
and therefore leads to higher temperatures. However, it is not
clear whether the models with less sea ice evaporate more
water and therefore have more clouds that trap the radiation,
or whether the models with more clouds have higher tempera-
tures and melt the sea ice. But it is evident from Figure 2 that
the models with a higher cloud fraction have less sea ice. A
similar relationship between sea ice and clouds was also found
in the Arctic. Vavrus et al. [2009] looked at future changes in
Arctic cloud amount in 20 CMIP3 climate models. They
suggest that a future loss of sea ice leads to more evaporation
and hence to an increase in low cloud amount. However, a
study of future Arctic rapid sea ice loss events in the Commu-
nity Climate System Model version 3 (CCSM3), Vavrus et al.
[2011] correlated ice loss with increasing clouds using
monthly lead-lag correlations. They found no clear evidence
that sea ice loss was causing more low clouds or vice versa.
A negative correlation also exists between longwave down-
ward radiation at the surface averaged over the region south
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Figure 3. Trend of Antarctic sea ice area as a function of number of years included for trend estimation
(10 up to 26 years). The total time period analyzed starts in 1980 and ends in 2005. The grey shading
shows the 5-95% quantile of the trends estimated from the control runs. The different colors show the
different ensemble members of every particular model. Also shown are the multimodel mean with the
standard deviation across models in grey shading and two sets of observational data.
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Figure 4. Trend of surface temperatures south of 55°S as a function of number of years included for
trend estimation (10 up to 26 years). The total time period analyzed starts in 1980 and ends in 2005.
The grey shading shows the 5-95% quantile of the trends estimated from the control runs. The different
colors show the different ensemble members of every particular model. Also shown are the multimodel
mean with the standard deviation across models in grey shading and the observational data.

of 55°S and sea ice area during the austral winter season. Thus,
the clouds function as a heat trap in this season, rather than as a
shield against incoming solar radiation. Trenberth and Fasullo
[2010] documented a positive bias in net downward top of the
atmosphere radiation over the Southern Ocean for the CMIP3
models. Figure 2 illustrates that a large fraction of the CMIP5
models also do not have enough clouds in this area.

[8] Overall, the spread in sea ice area in CMIP5 models
has not decreased compared to the CMIP3 models [Lefebvre
and Goosse, 2008] and is therefore still large despite the fact
that the CMIP5 mean sea ice area is substantially smaller
compared to CMIP3. A large spread is apparent not only
for the sea ice area, but also for the other two variables
examined, wind speed and cloud fraction. However, the
large spread in sea ice area reduces confidence in the robust-
ness of future trends and model studies which aim to explain
the processes observed in the Antarctic.

4. Recent Trends

[9] As mentioned in section 1, Turner et al. [2012] report
a significant positive trend in sea ice extent. However, most
models simulate a negative trend as shown by Turner et al.
[2012]. Tt is important to examine the extent to which inter-
nal variability may contribute to the observed growth of the
sea ice. In order to get a deeper understanding of the

modeled trends, we analyze the trends as a function of num-
ber of years considered as described by Santer et al. [2011].
The trend is simply estimated by a linear fit, starting with the
shortest time period of 10 years (1980—1989). Then one year
at a time is added to the analysis up to the longest period
consisting of 26 years (1980-2005). In order to determine
whether the trend appears to be significant or not at least in
the model context, the model control runs were split up into
chunks of equivalent years. For each time length (10 up to
26 years) the 5-95% quantile is then estimated from these
chunks. The trend is considered significant when the simu-
lated recent trend is outside the 5-95% range. This range
decreases when longer and longer time scales are considered
for most models, as variability becomes smaller when an
increasing number of years are considered. Those models
that do not show a decrease in the range show extraordi-
narily large variability in their control runs. Furthermore,
before estimating the short-term trends in the control runs,
the model drift over the entire control run, which can be
quite large [Turner et al., 2012], was removed. Figure 3
shows the results of this analysis, where it can be seen
(as shown in other studies) that most models show a nega-
tive trend. The figure also illustrates how for some models
the trend becomes significant with increasing length of the
time period, meaning the trend is outside of the 5-95%
range. But while most models show a negative trend, only
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Figure 5. The first and second panels show the changes in 10 m zonal wind speed (ms ") as a time mean
difference between 1960—1970 and 1990-2001 for the multimodel mean and the observations in DJF. The
third panel depicts the observed interannual variability (noise) in DJF that is derived as described in the
text. The fourth panel shows the observed signal to noise ratio in DJF, the change in the second panel

divided by the noise in the third panel.

a few of them actually show a trend that can be considered
significant on the time scale of the available observational
data. Thus, for some models, it is clear that the time period
is simply too short for the trends to become significant,
and for quite a large number of models, the trends cannot
be expected to become significant any time soon. Further-
more, the models with a larger number of ensemble mem-
bers show quite a significant spread among them in terms
of their trends, spanning both negative and positive trends
in the amount of Antarctic sea ice. Different ensemble
members are usually started from different times late in the
control run.

[10] Figure 3 hence illustrates the importance of variability
in the Antarctic region. Therefore, even if the models do not
have the same sign of change as observations, only a few
models can be dismissed as being wrong. This supports the
argument that one of the reasons for the observed positive
trend is likely to be internal variability, as this is the only
reason why the different ensemble members show different
trends. If a portion of the changes in the Antarctic is mainly
due to internal variability, then there is no physical reason
why the models should behave like observations, as long
as the modeled behavior stays within the range of that vari-
ability (which implies that the trend is not necessarily exter-
nally forced). On the other hand, as shown in the first part of
this study, the simulated mean state of most models is not
very realistic, and therefore, trend studies for Antarctic sea
ice using only these models have to be treated with caution.

[11] Incontrast, the same trend analysis in the Arctic reveals
that nearly all runs considered show a negative trend, and more
than half of the models show significant negative trends in
some of their ensemble runs (see the auxiliary material).

[12] Surface temperature and sea ice area in the Arctic are
linearly correlated as shown in Mahlistein and Knutti [2012].
A similar linearity can be found in the Antarctic for sea ice area
and surface temperatures south of 55°S in the model
results and becomes more linear when excluding land areas
(not shown). Therefore, in tandem with the negative sea ice
trends, the modeled surface temperature trends south of 55°S
are generally positive as shown in Figure 4. But, similar to
the case of sea ice, most runs do not show a significant
warming trend. The positive trend in the observations is
due to the strong warming on the Peninsula and possibly in
West Antarctica [Bromwich et al., 2013; Steig et al., 2009;
Turner et al., 2005].

[13] When analyzing the surface temperature trend over
ocean only and the sea ice trend of three models with a large
number of ensemble members, the spread of the trends and
the linear relationship between the surface temperature trend
and the sea ice become very clear. The different ensemble
members show positive (negative) and negative (positive)
sea ice (surface temperature) trends (see the auxiliary mate-
rial). Hence, in these three models, different ensemble mem-
bers show positive and negative trends for the same variable.

[14] Due to ozone depletion and increased greenhouse gas
forcing, the maximum of the zonal wind speed has strength-
ened and shifted to the south in austral summer [Fyfe and
Saenko, 2006; Gillett and Thompson, 2003; Karoly, 2003;
Kushner et al., 2001; Son et al., 2009; Thompson et al.,
2011]. Figure 5 shows this change in 10m zonal wind as a
time mean difference between two time periods (1990-2001
and 1960-1970) in DJF for the reanalysis data and the
multimodel mean of the CMIP5 models used in this study.
The changes in the observations and in some models are larger
than interannual variability (changes of the zonal wind for
each model are shown in a figure in the auxiliary material).
Hence, most models simulate a southward shift in the winds
and an increase in the maximum wind speed as wind speeds
north of 40°S are decreasing and increasing further south.
But for most models, the shift is too weak as is illustrated in
Figure 5. Whether the weaker change in most models is due
to a poor coupling with the ozone depletion, an ozone forcing
that is too weak, or other reasons is not clear. However, the
influence of the winds on the climate in this region is signifi-
cant, so that a good representation of the zonal wind shift is
important for simulating future projections.

5. Conclusions

[15] The CMIPS5 models do not show an overall improve-
ment in the simulation of Antarctic sea ice compared to
CMIP3, as the spread in sea ice area is not reduced com-
pared to the previous models [Lefebvre and Goosse, 2008].
The spreads across cloud fraction and mean zonal wind
speeds are also considerable. Models with higher wind
speeds generally have a larger sea ice area, whereas models
with more clouds during austral winter and spring have less
sea ice.

[16] The trends in Antarctic sea ice area and atmospheric
surface temperatures over the Southern Ocean are similar
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to those obtained in the CMIP3 models. Across both CMIP
archives, many models display a trend of retreating sea ice,
but a large number of the runs show trends that are smaller
than internal variability on the time scale of the available
data. This supports the view that internal variability is likely
to be an important factor in the observed trend to date. This
implies that the models may not need to agree on the sign of
the change because the observed trend could just be due to
internal variability [Tebaldi et al., 2011]. However, there
are important deficiencies in the model simulations, such
as the mean state of several variables presented here, includ-
ing the strengthening and southward shift in the zonal winds
due to ozone depletion and greenhouse gas forcing. As long
as these issues are not resolved, future projections of the
Antarctic will still be quite uncertain because the models
will find multiple answers to the question of when the mean
sea ice area in Antarctica will start to decrease. All models
project that the sea ice area will start decreasing at some
point in the future as greenhouse gas emissions continue to
increase, although ozone recovery can also be expected to
be important through the middle of the 21st century [Smith
et al., 2012]. Thus, the question of when this process will
start is difficult to answer and depends on the future rate of
greenhouse gas increase. Changes in the Southern Ocean
will also greatly affect the climate in the southern high lati-
tudes [Cai, 2006; Gent and Danabasoglu, 2011; Gille,
2002]. We conclude that climate models need to improve the
representation of many processes in the atmosphere and ocean
that affect the mean state and recent trends in Antarctic sea ice
area. In particular, the variables analyzed here such as zonal
wind and cloud cover show large biases that are outside
climate variability in comparison to observed values.

References

Arblaster, J. M., G. A. Meehl, and D. J. Karoly (2011), Future climate
change in the Southern Hemisphere: Competing effects of ozone
and greenhouse gases, Geophys. Res. Lett., 38, L02701, doi:10.1029/
2010GL045384.

Boe, J. L., A. Hall, and X. Qu (2009), Current GCMs’ unrealistic negative
feedback in the Arctic, J. Climate, 22(17), 4682—4695.

Bromwich, D. H., J. P. Nicolas, A. J. Monaghan, M. A. Lazzara,
L. M. Keller, G. A. Weidner, and A. B. Wilson (2013), Central West
Antarctica among the most rapidly warming regions on Earth, Nature
Geosci, 6, 139-145, do0i:10.1038/ngeo1671.

Cai, W. (2006), Antarctic ozone depletion causes an intensification
of the Southern Ocean super-gyre circulation, Geophys. Res. Lett.,
33, L03712, doi:10.1029/2005GL024911.

Cavalieri, D. J., and C. L. Parkinson (2008), Antarctic sea ice variability and
trends, 1979-2006, J. Geophys. Res., 113, C07004, doi:10.1029/
2007JC004564.

Comiso, J. (1999, updated 2012), Bootstrap Sea Ice Concentrations from
Nimbus-7 SMMR and DMSP SSM/I-SSMIS, edited by NSIDC,
21562202, Digital Media, Boulder, USA.

Comiso, J. C., and F. Nishio (2008), Trends in the sea ice cover using
enhanced and compatible AMSR-E, SSM/I, and SMMR data, J. Geophys.
Res., 113, C02S07, doi:10.1029/2007JC004257.

Deser, C., A. Phillips, V. Bourdette, and H. Teng (2010), Uncertainty in
climate change projections: The role of internal variability, Clim. Dyn.,
38(3-4), 527-546.

Fyfe, J. C., and O. A. Saenko (2006), Simulated changes in the extratropical
Southern Hemisphere winds and currents, Geophys. Res. Lett., 33(6),
L06701, doi:10.1029/2005GL025332.

Gent, P. R., and G. Danabasoglu (2011), Response to increasing Southern
Hemisphere winds in CCSM4, J. Climate, 24(19), 4992-4998.

Gille, S. T. (2002), Warming of the Southern Ocean Since the 1950s,
Science, 295(5558), 1275-1277.

Gillett, N. P., and D. W. J. Thompson (2003), Simulation of recent Southern
Hemisphere climate change, Science, 302(5643), 273-275.

Holland, P. R., and R. Kwok (2012), Wind-driven trends in Antarctic sea-
ice drift, Nature Geosci, 5, 872—875, doi:10.1038/ngeo1627.

Holland, M. M., and M. N. Raphael (2006), Twentieth century simulation of
the Southern Hemisphere climate in coupled models. Part II: Sea ice
conditions and variability, Clim. Dyn., 26(2-3), 229-245.

Karoly, D. J. (2003), Ozone and climate change, Science, 302(5643),
236-237.

Kushner, P. J., I. M. Held, and T. L. Delworth (2001), Southern Hemisphere
atmospheric circulation response to global warming, J. Climate, 14(10),
2238-2249.

Lefebvre, W., and H. Goosse (2008), Analysis of the projected regional sea-
ice changes in the Southern Ocean during the twenty-first century, Clim.
Dyn., 30(1), 59-76.

Mahlstein, I., and R. Knutti (2012), September Arctic sea ice predicted to
disappear near 2°C global warming above present, J. Geophys. Res.,
117, D06104, doi:10.1029/2011JD016709.

Meehl, G. A., C. Covey, T. Delworth, M. Latif, B. McAvaney,
J. F. B. Mitchell, R. J. Stouffer, and K. E. Taylor (2007), The WCRP
CMIP3 multimodel dataset—A new era in climate change research,
Bull. Am. Meteorol. Soc., 88(9), 1383—1394.

Rayner, N. A., D. E. Parker, E. B. Horton, C. K. Folland, L. V. Alexander,
D. P. Rowell, E. C. Kent, and A. Kaplan (2003), Global analyses of sea
surface temperature, sea ice, and night marine air temperature since
the late nineteenth century, J. Geophys. Res., 108(D14), 4407,
doi:10.1029/2002JD002670.

Rienecker, M. M, etal. (2011), MERRA: NASA’s Modem-Era Retrospective
Analysis for Research and Applications, J. Climate, 24(14), 3624-3648.
Santer, B. D., et al. (2011), Separating signal and noise in atmospheric
temperature changes: The importance of timescale, J. Geophys. Res.,

116, D22105, doi:10.1029/2011JD016263.

Sen Gupta, A., and M. H. England (2006), Coupled ocean-atmosphere-ice
response to variations in the Southern Annular Mode, J. Climate, 19(18),
4457-4486.

Smith, K. L., L. M. Polvani, and D. R. Marsh (2012), Mitigation of 21st
century Antarctic sea ice loss by stratospheric ozone recovery, Geophys.
Res. Lett., 39, L20701, doi:10.1029/2012GL053325.

Son, S. W., N. F. Tandon, L. M. Polvani, and D. W. Waugh (2009), Ozone
hole and Southern Hemisphere climate change, Geophys. Res. Lett., 36,
L15705, doi:10.1029/2009GL038671.

Stammerjohn, S. E., D. G. Martinson, R. C. Smith, X. Yuan, and D. Rind
(2008), Trends in Antarctic annual sea ice retreat and advance and
their relation to El Nino-Southern Oscillation and Southern Annular
Mode variability, J Geophys Res., 113, C03S90, doi:10.1029/
2007JC004269.

Steig, E. J., D. P. Schneider, S. D. Rutherford, M. E. Mann, J. C. Comiso, and
D. T. Shindell (2009), Warming of the Antarctic ice-sheet surface since the
1957 International Geophysical Year, Nature, 457(7228), 459-462.

Stroeve, J., M. M. Holland, W. Meier, T. Scambos, and M. Serreze (2007),
Arctic sea ice decline: Faster than forecast, Geophys. Res. Lett.,
34, 109501, doi:10.1029/2007GL029703.

Taylor, K. E., R. J. Stouffer, and G. A. Meehl (2011), An overview of
CMIPS and the experiment design, Bull. Am. Meteorol. Soc., 93(4),
485-498.

Tebaldi, C., J. Arblaster, and R. Knutti (2011), Mapping model agreement
on future climate projections, Geophys. Res. Lett., 38, 123701,
doi:10.1029/2011GL049863.

Thompson, D. W. J., and S. Solomon (2002), Interpretation of recent South-
ern Hemisphere climate change, Science, 296(5569), 895-899.

Thompson, D. W. J.,, S. Solomon, P. J. Kushner, M. H. England,
K. M. Grise, and D. J. Karoly (2011), Signatures of the Antarctic ozone
hole in Southern Hemisphere surface climate change, Nat. Geosci., 4(11),
741-749.

Trenberth, K. E., and J. T. Fasullo (2010), Simulation of present-day and
twenty-first-century energy budgets of the Southern Oceans, J. Climate,
23(2), 440-454.

Turner, J., S. R. Colwell, G. J. Marshall, T. A. Lachlan-Cope,
A. M. Carleton, P. D. Jones, V. Lagun, P. A. Reid, and S. Tagovkina
(2005), Antarctic climate change during the last 50 years, Int. J. Climatol.,
25(3), 279-294.

Turner, J., T. Bracegirdle, T. Phillips, G. J. Marshall, and J. S. Hosking
(2012), An initial assessment of Antarctic sea ice extent in the CMIP5
models, J. Climate, 26, 1473-1484.

Uppala, S. M., et al. (2005), The ERA-40 re-analysis, Q J Roy Meteor Soc,
131(612), 2961-3012.

Vavrus, S., D. Waliser, A. Schweiger, and J. Francis (2009), Simulations of
20th and 21st century Arctic cloud amount in the global climate models
assessed in the IPCC AR4, Clim. Dyn., 33(7-8), 1099-1115.

Vavrus, S., M. M. Holland, and D. A. Bailey (2011), Changes in Arctic
clouds during intervals of rapid sea ice loss, Clim. Dyn., 36(7-8),
1475-1489.

5110




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (ECI-RGB.icc)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Symbol
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /Times-Roman
    /ZapfDingbats
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


