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ABSTRACT

The fourth version of the Community Climate System Model (CCSM4) was recently completed and re-

leased to the climate community. This paper describes developments to all CCSM components, and docu-

ments fully coupled preindustrial control runs compared to the previous version, CCSM3. Using the standard

atmosphere and land resolution of 18 results in the sea surface temperature biases in the major upwelling

regions being comparable to the 1.48-resolution CCSM3. Two changes to the deep convection scheme in the

atmosphere component result in CCSM4 producing El Niño–Southern Oscillation variability with a much

more realistic frequency distribution than in CCSM3, although the amplitude is too large compared to ob-

servations. These changes also improve the Madden–Julian oscillation and the frequency distribution of

tropical precipitation. A new overflow parameterization in the ocean component leads to an improved sim-

ulation of the Gulf Stream path and the North Atlantic Ocean meridional overturning circulation. Changes to

the CCSM4 land component lead to a much improved annual cycle of water storage, especially in the tropics.

The CCSM4 sea ice component uses much more realistic albedos than CCSM3, and for several reasons the

Arctic sea ice concentration is improved in CCSM4. An ensemble of twentieth-century simulations produces

a good match to the observed September Arctic sea ice extent from 1979 to 2005. The CCSM4 ensemble mean

increase in globally averaged surface temperature between 1850 and 2005 is larger than the observed increase

by about 0.48C. This is consistent with the fact that CCSM4 does not include a representation of the indirect

effects of aerosols, although other factors may come into play. The CCSM4 still has significant biases, such as

the mean precipitation distribution in the tropical Pacific Ocean, too much low cloud in the Arctic, and the

latitudinal distributions of shortwave and longwave cloud forcings.

1. Introduction

The Community Climate System Model (CCSM) is a

general circulation climate model consisting of atmo-

sphere, land, ocean, and sea ice components that are

linked through a coupler that exchanges state informa-

tion and fluxes between the components. The CCSM is

developed and used by a community of scientists and

students from universities, national laboratories, and

other institutions. The CCSM has been used to study

several paleoclimate epochs, the climate of the more

recent past, and to make projections of possible future

climate change. The most recent version, CCSM4, was

made available to the community on 1 April 2010 from

the CCSM Web site (http://www.cesm.ucar.edu/models/

ccsm4.0/). The code, a reference manual, and a user’s

guide for each component, the input datasets, and the

output from some standard model simulations are freely

available. This overview paper describes some of the

most important developments and improvements in the
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model components and the simulated climate of the

recent past using CCSM4 compared to results from

CCSM3. Other papers in the CCSM4 Special Collection

describe the components in much more detail, and focus

on particular phenomena or aspects from the preindus-

trial and twentieth-century runs. A few papers docu-

ment projections of possible future climate change over

the twenty-first century using results from CCSM4.

The first version of the CCSM, called the Climate

System Model, was released in 1996 (Boville and Gent

1998) and was the first climate model that could main-

tain a stable present-day simulation without the use of

flux corrections. The CCSM2 was released in 2002 (Kiehl

and Gent 2004), and CCSM3 was released in June 2004

(Collins et al. 2006). One of the worst aspects of the

CCSM3 climate was the El Niño–Southern Oscillation

(ENSO) period, which was dominated by variability at

2 yr, rather than the 3–7-yr period from observations.

Improving ENSO was the highest priority in CCSM4

development, and a significant improvement has been

achieved. The ENSO period was made much more re-

alistic by two changes to the deep convection parame-

terization in the atmosphere component (Richter and

Rasch 2008; Neale et al. 2008). An interim version,

CCSM3.5 (Gent et al. 2010), including these changes was

not formally released, but has been available to many

researchers involved with the project. This very impor-

tant improvement to the simulation of ENSO is retained

in CCSM4 and is documented below in section 5d.

The CCSM4 is one of many climate models being fi-

nalized around the world to participate in the Coupled

Model Intercomparison Project’s fifth phase (CMIP5).

The CMIP5 protocol calls for long projection runs for

the remainder of the twenty-first century without and

with an interactive carbon cycle, and for a set of decadal

prediction runs where the ocean component is initialized

to observations in some fashion. Results from these runs

using CCSM4 and the other climate models will be sub-

mitted to the Intergovernmental Panel on Climate

Change (IPCC) for inclusion in the fifth Assessment

Report, scheduled for publication in 2013.

This CCSM4 overview paper documents coupled runs

where the atmosphere and land components use finite

volume grids with resolutions near 18 and 28. Both res-

olutions are coupled to the same nominal 18 versions of

the ocean and sea ice components. A lower-resolution

version of CCSM4, suitable for paleoclimate studies,

is documented in Shields et al. (2011, manuscript sub-

mitted to J. Climate). Section 2 briefly documents the

major developments in all CCSM components since the

previous released version, CCSM3. Section 3 is a de-

scription of the strategy used to produce the preindustrial

control and twentieth-century runs, and details of how

these runs are forced. Sections 4–7 show results from long

preindustrial control runs using both the 18 and 28 reso-

lutions in the atmosphere and land components and from

an ensemble of twentieth-century runs using 18 atmo-

sphere and land resolution. These runs are compared to

available observations and comparable runs using

CCSM3. Section 8 contains the conclusions and a sum-

mary of both the improvements and some of the most

important biases remaining in CCSM4 simulations.

2. Overview of the CCSM4

The core of the Community Atmosphere Model

(CAM4) changed from the spectral core used in CAM3

to the Lin–Rood finite volume core (Lin 2004). Aspects

of the polar filtering in this core have been changed,

which eliminated a minor problem in fields where the

filtering started and considerably reduced the level of

numerical noise. Changes were made to the deep con-

vection scheme by including the effects of deep con-

vection in the momentum equation (Richter and Rasch

2008) and using a dilute, rather than an undilute, ap-

proximation in the plume calculation (Neale et al. 2008).

These changes resulted in a much improved represen-

tation of deep convection that occurs considerably less

frequently, but is much more intense in CAM4 com-

pared to CAM3. A freeze-dry modification was added

to the low cloud parameterization (Vavrus and Waliser

2008), which has the effect of reducing the amount of

wintertime low cloud in the Arctic region, although the

amount is still too large compared to observations. The

Froude number coefficient in the gravity wave parame-

terization was retuned, which improved the CAM4 simu-

lation in the upper atmosphere. The horizontal grid used is

latitude/longitude with 288 3 200 points, resulting in a

uniform resolution of 1.258 3 0.98 in the 18 version, and

half the number of grid points in both directions in the

28 version. CAM4 uses 26 layers in the vertical, which are

distributed similarly to CAM3. The CAM4 is documented

in R. B. Neale et al. (2011, unpublished manuscript).

There have been several developments to the CCSM4

ocean component, which uses the Parallel Ocean Pro-

gram version 2 (Smith et al. 2010). How the parameteri-

zation for the effects of mesoscale eddies transitions

from the nearly adiabatic deeper ocean to the well-mixed

surface layer has been much improved (Danabasoglu

et al. 2008). The thickness and isopycnal diffusivity co-

efficients are now functions of space and time, and are

much larger in the upper ocean than the deep ocean

(Danabasoglu and Marshall 2007). This vertical decay

is a much more realistic representation of ocean eddy

energy than the constant values specified in CCSM3. The

anisotropic horizontal viscosity parameters have been
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changed so that the viscosity is now substantially

smaller, especially near the equator and the western

boundaries of ocean basins (Jochum et al. 2008). This

allows the tropical instability waves in the tropical Pa-

cific to be much more energetic and realistic. The ver-

tical mixing terms now have a term that is proportional

to the tidal energy (Jayne 2009), which allows a little

more cross-isopycnal mixing in the deep ocean. A new

parameterization for the effects of submesoscale eddies

(Fox-Kemper et al. 2008) has been included that helps

to restratify the ocean mixed layer. Finally, a new pa-

rameterization for deep ocean overflows, such as the

Denmark Strait and Faroe–Scotland Ridge in the North

Atlantic, has been implemented (Danabasoglu et al.

2011b). This improves the penetration of overflow water

into the very deep ocean, which has been a long-standing

problem of models that use depth coordinates. The nominal

18 grid uses spherical coordinates in the Southern Hemi-

sphere, but in the Northern Hemisphere the pole is dis-

placed into Greenland at 808N, 408W. The horizontal grid

has 320 3 384 points, and the resolution is a uniform 1.118 in

the zonal direction. The meridional resolution is 0.278

around the equator, gradually increasing to 0.548 at 338N/S,

and is constant at higher latitudes. There are now 60 vertical

levels, as opposed to 40 in CCSM3, with the number of

10-m levels in the upper ocean increased to 20. The ocean

component is documented in Danabasoglu et al. (2011a,

hereafter D11a).

An interim version of the Community Land Model

(CLM3.5) was released in 2008 and is documented in

Oleson et al. (2008) and Stockli et al. (2008). Compared

to CLM3 there were changes to several parts of the model

hydrology, such as the surface runoff, the groundwater

scheme, and the frozen soil scheme. Other new features

were a revised canopy integration, canopy interception

scaling, and a plant functional type dependency on the

soil moisture stress function. CLM3.5 had a much im-

proved representation of evapotranspiration and the an-

nual cycle of water storage compared to CLM3.

Many additional capabilities, input datasets, and pa-

rameterization updates have been included in the CLM4

(Lawrence et al. 2011a). It includes a carbon–nitrogen

(CN) cycle component that is prognostic in carbon and

nitrogen as well as vegetation phenology (Thornton et al.

2007), though the carbon and nitrogen fluxes are purely

diagnostic and are not passed to the atmosphere. How-

ever, the CN component does have an impact on climate

because the seasonal and interannual vegetation phe-

nology (i.e., leaf area index and vegetation height)

is prognostic. The dynamic global vegetation model

(DGVM) has been expanded to include temperate and

boreal shrub vegetation types and is merged with CN

such that the carbon dynamics are controlled by CN

while the dynamic vegetation biogeography aspects of

the CLM3 DGVM are retained. CLM4 also has a tran-

sient land cover and land-use change capability, in-

cluding wood harvest, and a new urban component. The

biogenic volatile organic compound emissions compo-

nent is replaced with the Model of Emissions of Gases

and Aerosols from Nature (MEGAN2) (Heald et al.

2008). The hydrology scheme is further updated, and the

ground evaporation now accounts for litter and within-

canopy stability. The Snow and Ice Aerosol Radiation

(SNICAR) model (Flanner and Zender 2006) has been

included, as well as new snow cover fraction, snow burial

of vegetation, and snow compaction parameterizations.

To improve the representation of permafrost, the ther-

mal and hydrologic properties of organic soil are ac-

counted for, and the ground column is extended to 50-m

depth by adding five bedrock layers. The plant func-

tional type distribution is as in Lawrence and Chase

(2007), except with a new cropping dataset. The river

discharge has been separated into liquid and ice water

streams. Heat from the ocean component is required to

melt the ice and this has improved the global heat con-

servation of CCSM4. The CLM4 uses the same horizontal

grid as the atmosphere component. Assessment of the

land surface climate simulation and the impact of new

land component capabilities are documented in Lawrence

et al. (2011b, manuscript submitted to J. Climate).

The CCSM4 sea ice component is based on the

Community Ice Code version 4 (Hunke and Lipscomb

2008), which includes the improved ridging scheme of

Lipscomb et al. (2007). The most important develop-

ments compared to the CCSM3 version are the incor-

poration of a new radiative transfer scheme (Briegleb and

Light 2007) and the new capabilities that this allows.

The delta-Eddington radiative transfer makes use of in-

herent optical properties to define the scattering and

absorption characteristics of snow, sea ice, and included

absorbers. It explicitly allows for the incorporation of

melt ponds and absorbers, such as black carbon and dust,

in the radiation physics. Therefore, a relatively simple

melt pond parameterization is incorporated that simu-

lates the pond volume and area as a function of the sur-

face meltwater flux, and aerosol deposition and cycling

on sea ice are also included. Taken together, these im-

provements allow for a more sophisticated, internally

consistent, and complete treatment of the surface albedo

and shortwave radiative transfer in the ice and overlying

snowpack. The CCSM4 uses much more realistic surface

ice albedos than the low values used in CCSM3. The sea

ice component uses the same horizontal grid as the ocean

component. These new capabilities, and their impacts

on the simulated climate, are discussed in Holland et al.

(2011, hereafter H11).
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The CCSM4 has a completely new coupling in-

frastructure, CPL7, that consists of a single execut-

able design that provides flexibility in running CCSM

components sequentially, concurrently, or in a mixed

sequential–concurrent mode. This flexibility is achieved

through the introduction of a top-level driver that runs

on every computer processor and controls the time se-

quencing, processor concurrency, and exchange of state

information and fluxes between components. In CPL7,

all model components and the coupler itself can run on

potentially overlapping processor subsets. This design

permits the model system to have greatly increased flex-

ibility to achieve the model component layout that opti-

mizes the overall performance and efficiency of the

model. The CCSM4 also includes a new scripting system

that permits the user to easily specify the processor layout

of the model components, and is also accompanied by

informative timing utilities. Together, these tools enable

a user to create a wide variety of ‘‘out of the box’’ ex-

periments for different model configurations and reso-

lutions and also to determine the optimal load balance

for those experiments to ensure maximum throughput

and efficiency. The new CPL7 infrastructure is a signifi-

cant advance on the CCSM3 coupler, where all com-

ponents were constrained to run as separate executables

on unique processor sets, and there was no concept of a

top-level driver. CPL7 is documented online (http://

www.cesm.ucar.edu/models/cesm1.0/cpl7/cpl7_doc/book1.

html) and in Craig et al. (2011, manuscript submitted to Int.

J. High Perf. Comput.).

The atmosphere, land, and sea ice components com-

municate both state information and fluxes through the

coupler every atmospheric time step. The only fluxes

still calculated in the coupler are those between the at-

mosphere and ocean, and the coupler communicates

them to the ocean component only once a day. How-

ever, the important diurnal cycle in the upper tropical

oceans is simulated as described in Danabasoglu et al.

(2006). The daily net solar radiation is multiplied by

a function that is zero at night, has a maximum value

at midday, and integrates to one over the day. This

conserves heat and allows buoyancy-driven vertical

mixing to occur at night in the upper ocean. However,

Danabasoglu et al. conclude that this method only pro-

duces a small rectification on the model SST compared

to that found in Bernie et al. (2005). The main reason

is that CCSM4 uses an upper-ocean resolution of 10 m

compared to 1 m in the Bernie et al. (2005) model.

3. Preindustrial control and twentieth-century runs

In this section, the setup of preindustrial control

and twentieth-century integrations of CCSM4 will be

described, which used a strategy designed to address

problems of energy balance and climate drift in CCSM3.

For that model, most development effort went into

producing a present-day control run, which was ener-

getically well balanced at the top of the atmosphere

(TOA) (Collins et al. 2006). The CCSM3 1870 pre-

industrial control run kept the same parameter values

as the present-day control, but changed the forcings,

which meant that the system lost heat at a rate of nearly

0.6 W m22. Thus, the entire ocean cooled in the CCSM3

1870 control run so that the total ocean heat content de-

creased very significantly. The CCSM3 twentieth-century

runs were branched from this 1870 control, and the

ocean heat content changes over the twentieth century

had to be calculated with respect to the large drift in the

1870 control run (Gent et al. 2006). This strategy was less

than optimal, and a different strategy was chosen for

CCSM4. It was decided to concentrate on a preindustrial

control run, and 1850, rather than 1870, was chosen be-

cause the carbon dioxide (CO2) and aerosol concentra-

tions are closer to preindustrial levels in 1850. A real

disadvantage of this choice is that it is much harder to

compare the long 1850 control run with observations.

However, this is outweighed by the advantage of having

more realistic twentieth-century runs, where the climate

system, including the ocean component, is gaining heat.

The CCSM project uses the following strategy to pro-

duce control integrations. All four components are fi-

nalized independently by the respective working groups

using stand-alone runs, such as Atmospheric Model In-

tercomparison Project integrations and runs of the in-

dividual ocean, land, or sea ice components forced

by atmospheric observations. Once the components are

coupled, then the only parameter settings that are usually

allowed to change are the sea ice albedos and a single

parameter in the atmosphere component. This is the

relative humidity threshold above which low clouds are

formed, and it is used to balance the coupled model at

the TOA. A few 100-yr coupled runs are required to find

the best values for these parameters based on the Arctic

sea ice thickness and a good TOA heat balance. The

rationale for this strategy is that the individual compo-

nents need the best parameter values for the many in-

tegrations done in stand-alone mode, and it would be

difficult to track using different values in stand-alone

and coupled modes. In addition, it is thought to be in-

appropriate if changing a parameter value in one of the

components is allowed to compensate for poor forcings

or boundary conditions provided by the other compo-

nents in coupled runs. The relative humidity threshold

takes different values in the different resolution config-

urations described below, and final AMIP runs for each

resolution are made using exactly the same parameter

4976 J O U R N A L O F C L I M A T E VOLUME 24



values as in coupled mode. The resulting preindustrial

run is integrated out for a few hundred years in order for

the system, including the upper ocean, to come into

equilibrium. Next, a twentieth-century run from 1850 to

2005 is completed, and a decision on whether this is ac-

ceptable is made based almost exclusively on two

comparisons against observations. They are the globally

averaged surface temperature against the historical re-

construction and the September Arctic sea ice extent from

1979 to 2005 against the satellite era observations. This

second comparison is the reason that the sea ice albedos

are allowed to change after the components are coupled.

If these comparisons are deemed unacceptable, then the

process of setting up the preindustrial control run would

be repeated. Repetition takes a lot of time, mostly be-

cause of the time it takes to complete the integrations.

With CCSM4, this setup procedure was repeated once

early on with the 28-resolution version. With the 18 version

it was not repeated, even though the two comparisons

described above are not quite as good as had been hoped,

see section 7, but they were deemed as acceptable.

The original intention was to use 28 resolution in the

atmosphere component for the standard, long climate

change runs without and with a carbon cycle, and to use

0.58 resolution for the new, shorter decadal forecasts.

This was based on the large improvements in sea surface

temperatures (SSTs) in the major upwelling regions

going from 28 to 0.58 atmosphere resolution in CCSM3.5,

documented in Gent et al. (2010). However, it was found

in CCSM4 that a majority of the upwelling region SST

improvement between 28 and 0.58 resolution was ob-

tained by using 18 atmosphere resolution; see section 4a.

Given this SST improvement, and other benefits in the

atmosphere simulation, it was decided to define 18 res-

olution as the CCSM4 standard and to use it for both the

standard climate change runs and decadal forecasts.

This increased the computer cost of the climate change

runs, but decreased the cost of the decadal forecasts

because using 18, not 0.58, atmosphere resolution cuts

the computer cost of the entire model by a factor of 3.

These decisions are always a delicate balance between

possible further improvements due to increased resolu-

tion and the total computer time needed to accomplish

all of the integrations asked for in the CMIP5 protocol.

The CCSM4 1850 control runs have the following

forcings, which are kept constant during the runs. The

incoming solar radiation at the TOA is 1360.9 W m22,

and the CO2 level is set to 284.7 ppm. Aerosol concen-

trations of sulfate, black and organic carbon, dust, and

sea salt are specified from a historical run using the

CCSM chemistry component with prescribed emissions

(Lamarque et al. 2010), plus a low background level due

to volcanic activity. The model was initialized with fields

from the end of a previous short coupled run that had

slightly different parameter settings. The 18 1850 control

was run for 1300 years, but some very small corrections

were made during the run. At year 715, a small revision

to the nitrogen deposition used in the CLM was in-

troduced, along with very small changes to some con-

stants in the ocean overflow parameterization. At year

851, a correction was made that fixed a small trend in the

amount of aquifer water in the CLM, which changed the

amount of river runoff reaching the ocean component,

and made CCSM virtually conservative of freshwater.

These corrections made almost no difference to the

model climate. The 28 1850 control run included the

three corrections just described, and was run for 1000

years with no changes.

A TOA mean heat balance of ,j0.1j W m22 in long

control runs is always desirable. This means that there

are only small drifts in the control run and the initial

conditions for twentieth-century runs will be relatively

realistic, even when taken from late in the control run. In

contrast, if the control run drift is large, then the ocean

conditions late in the run can become quite unrealistic.

The CCSM4 preindustrial control runs did not quite

meet this desired balance. The TOA heat balance started

out at ,j0.1j W m22 in the control runs, but worsened

after about 100 yr, and the imbalance then remained

almost constant for the remainder of the integrations.

The 18 version lost heat at the TOA at a globally aver-

aged rate of 0.147 W m22 over years 601–1300, and this

loss is almost constant with time. Most of the loss must

come from the ocean component, which lost heat at

a globally averaged rate of 0.098 W m22, while the land

and sea ice components both lost heat at globally aver-

aged rates of 0.035 and 0.014 W m22, respectively. Even

though these heat loss rates look quite small, the glob-

ally averaged ocean temperature goes down from 3.558C

in the initial conditions to 3.138C after 1300 yr. Analysis

of the ocean solution shows that most of this loss does

not come from the upper ocean, but from the depth range

1.5–3 km. Thus, the SST and upper-ocean heat content

have very small drifts throughout the run after an initial

period of adjustment, so the ocean drift only affects the

sea ice distribution minimally. In the 28 version, the heat

loss at the TOA is also fairly constant over the entire

run, but the average is slightly smaller at 0.131 W m22.

Again, this comes mostly from the ocean component,

which lost heat at the rate of 0.084 W m22. The 18 run

has a very small trend in ocean salinity because of the

trend in the amount of aquifer water. However, the 28

run used the aquifer correction in the CLM throughout

so that the minute increase in ocean salinity of 4 3 1024 ppt

over 1000 yr reflects a small increase in the volume of

sea ice.
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The CCSM4 twentieth-century runs begin in January

1850 and end in December 2005. They are forced by

time series of solar output, greenhouse gases, several

aerosols, and volcanic activity. The solar output anom-

aly time series is described in Lean et al. (2005) and is

added to the 1360.9 W m22 used in the 1850 control run.

The CCSM4 volcanic activity is included by a time series

of varying aerosol optical depths, exactly as in CCSM3

(Ammann et al. 2003). The CO2 and other greenhouse

gases (methane and nitrous oxide) are specified as in

the IPCC third assessment report. Atmosphere aerosol

burden (sulfate, organic carbon, and sea salt), aerosol

deposition (black carbon and dust) onto snow, and ni-

trogen deposition also vary with time. The burdens and

deposition rates were obtained from a twentieth-century

run with the CCSM chemistry component active, which

is forced with prescribed historical emissions (Lamarque

et al. 2010). These concentrations do contain an annual

cycle and are linearly interpolated in time from year to

year within each month. This leads to a smoothly varying

aerosol forcing compared to concentrations found in

a fully interactive aerosol model. However, this proba-

bly does not affect the long-term trend and impact of

these aerosols. Land cover changes in the CLM are pre-

scribed on an annual basis according to a global historical

transient land-use and land cover dataset (Hurtt et al.

2006). The initial conditions for the five members of

the CCSM4 twentieth-century ensemble are taken from

years 863, 893, 937, 983, and 1031 of the 18 1850 control

run, which were chosen to be after the last model cor-

rection and to span the range of variability in the North

Atlantic meridional overturning circulation (MOC). The

CCSM3 twentieth-century ensemble members were ini-

tialized from the 1870 control run at intervals of 20 yr

starting at year 360, and no attention was paid to sampling

the North Atlantic MOC variability.

4. Ocean and sea ice climatology

a. Sea surface temperature

The SST from these preindustrial control runs is one

field that can be compared to observations from that

time because the Hurrell et al. (2008) SST dataset goes

back to 1870. The SST differences from observations in

the 18 and 28 1850 control runs from CCSM4 and the

1870 control run from CCSM3 are shown in Fig. 1. The

globally averaged differences in these three runs are

0.078, 0.308, and 20.768C, and the root-mean-square er-

rors are 1.118, 1.468, and 1.578, respectively, which shows

the improvement in CCSM4 in this important measure

compared to CCSM3. As noted above, CCSM3 SSTs are

cold because the 1870 control run lost heat from the

ocean at the rather significant rate of almost 0.6 W m22.

FIG. 1. Mean SST differences (8C) from the Hurrell et al. (2008)

observations for the (a) CCSM4 18 1850 control, (b) CCSM4 28

1850 control, and (c) CCSM3 T85 1870 control. The observations

use h1870–99i and all runs use h871–900i, where the averaging

period is indicated by angle brackets in this and following figure

captions.
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Figure 1 shows that CCSM4 improvement occurs in all

oceans except the Arctic, with considerably larger re-

gions having a difference between 618C in CCSM4.

Figure 1 also shows that the large cold bias in the North

Atlantic due to the Gulf Stream path being too far south

is considerably reduced in CCSM4. This is due to the

new overflow parameterization (Danabasoglu et al. 2011b)

and other changes in the ocean component. Figures 1a

and 1b show the reduced errors in the major upwelling

regions and in the Southern Hemisphere midlatitudes

when using 18 atmosphere resolution compared to 28 in

CCSM4. The SST errors in the upwelling regions in the

18 version are comparable in both size and extent to

CCSM3’s 1870 control that used T85 truncation in the

atmosphere spectral grid, which is a resolution of about

1.48. The smaller mean SST bias and reduced upwelling

region errors were the major reasons for choosing the

18 atmosphere resolution as the standard version for

CCSM4 rather than the 28 version. Gent et al. (2010)

analyze the reasons for these SST improvements in

CCSM3.5, and the most important factor is that the

finer resolution, and consequent better representation

of topography, in the atmosphere component produces

stronger upwelling favorable winds, which are located

right along the model coasts rather than somewhat

offshore.

b. Ocean meridional overturning circulation

Figures 2a and 2b show the MOC in the Atlantic

Ocean from the CCSM3 1870 control run, and CCSM4

1850 control run. The MOC is calculated using just the

mean velocity and does not include the eddy-induced

velocity because that was not archived from CCSM3

runs. The CCSM3 1870 control run has a strong salinity

trend in the deep ocean, so the earlier period was chosen

to minimize the effect of this trend, which deepened the

North Atlantic MOC. The maximum overturning oc-

curs near 358N at about 1-km depth and is stronger in

CCSM4 at .24 sverdrups (Sv [ 106 m3 s21) than the

.20 Sv in CCSM3. The most striking effect of the new

overflow parameterization is that the North Atlantic

deep-water circulation reaches to the bottom of the

ocean between 158 and 558N in CCSM4, whereas it only

reaches down to between 3 and 4 km at these latitudes

in CCSM3. The deeper penetration of North Atlantic

Deep Water has been thoroughly documented in

Danabasoglu et al. (2011b). Figures 2c and 2d show the

global MOC from CCSM3 and CCSM4. The first large

difference in CCSM4 is the reduced MOC at 458S in the

region of the Antarctic Circumpolar Current, which is a

result of weaker, more realistic, zonal wind stress driving

the ocean at this latitude. This, and the smaller ocean

viscosity, result in the mean transport through Drake

Passage being reduced to 170 Sv in CCSM4, rather than

the 205 Sv in CCSM3. The second large difference is the

much weaker deep MOC in the Southern Hemisphere in

CCSM4, with the value of nearly 8 Sv compared to 20 Sv

in CCSM3 probably being more in line with the un-

certain estimates from observations (Orsi et al. 1999). A

contributing cause is that CCSM4 has slightly weaker

offshore winds blowing over the ocean from the Ant-

arctic continent in the Ross and Weddell Seas. This re-

sults in less sea ice drifting northward away from the

coast and, consequently, less sea ice formation there. This

reduces the brine rejection on the Ross and Weddell Sea

shelves in CCSM4 compared to CCSM3, which is a pri-

mary cause of deep-water formation on the shelf and

contributes to the deep MOC and northward flowing

Antarctic bottom water.

c. Arctic sea ice concentration

Figure 3 shows the mean sea ice concentration in the

Arctic from the CCSM4 1850 and CCSM3 1870 control

runs, and the black lines are the 10% mean concentra-

tion values from recent Special Sensor Microwave Im-

ager (SSM/I) satellite observations. The figure shows

that the sea ice was much too extensive in the Labrador

Sea and adjacent North Atlantic in CCSM3, and this is

much improved in CCSM4 with the southern Labrador

Sea being ice free. The main reason for this improve-

ment is the smaller horizontal viscosity along all coasts

in the ocean component (Jochum et al. 2008). This im-

provement means that deep-water formation can occur

in the southern Labrador Sea in CCSM4, whereas it

was incorrectly located farther east in the North Atlantic

in CCSM3. The CCSM4 is also improved a little in

the Barents Sea, but is a little worse east and north of

Iceland, compared to CCSM3. The concentrations

are comparable in the Arctic Ocean and North Pacific

Ocean, and the sea ice thickness distributions are also

comparable. In CCSM3 the reasonable sea ice distri-

bution was obtained using rather low ice albedo values

that were outside of the observed range. These low al-

bedos compensated for the 40–50 W m22 deficit of

shortwave radiation at the surface in summer (Collins

et al. 2006) caused by other biases such as the very poor

Arctic low cloud amount. However, in CCSM4 this bias

in summer downward shortwave radiation has almost

been eliminated, and the albedo values used are higher

and within the observational range (H11). The Antarctic

sea ice distributions in CCSM3 and CCSM4 (not shown)

are comparable and both are too extensive, but again the

CCSM4 distribution is obtained using sea ice albedos

within the observational range.
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5. Tropical Pacific climatology and variability

a. Precipitation

Figure 4 shows frequency versus daily precipitation

rate over land in the tropics between 208N and S. Re-

sults from one of the 18 and 28 CCSM4 and T85 CCSM3

twentieth-century runs are plotted with the observational

estimates from the Global Precipitation Climatology

Project (GPCP) and the Tropical Rainfall Measuring

Mission (TRMM) satellite. Figure 4 shows that CCSM3

had far too few strong to very strong precipitation events

compared to observations and had no events with a

precipitation rate over 50 mm day21. In striking con-

trast, CCSM4 does produce a realistic number of strong

to very strong precipitation events at both 18 and 28

resolutions. The reason for this improvement in CAM4 is

the inclusion of deep convection effects in the momentum

equation (Richter and Rasch 2008). This leads to much

more realistic extreme precipitation events in CCSM4

than in CCSM3. Note that Wilcox and Donner (2007)

also document improvements in the intensity distribution

of precipitation resulting from changes to the cumulus

parameterization in the Geophysical Fluid Dynamics

Laboratory’s Atmospheric Model (AM2) component.

FIG. 2. North Atlantic MOC (Sv) for the (a) CCSM3 1870 control h345–364i and (b) CCSM4 1850 control h871–900i,
and global MOC for (c) CCSM3 1870 control and (d) CCSM4 1850 control.
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However, the double intertropical convergence zone

(ITCZ) problem remains. Figure 5 shows the annual

mean precipitation compared to the GPCP climatology

from twentieth-century runs of the 18 and 28 CCSM4 and

T85 CCSM3 models. The GPCP climatology was used

for this comparison because it is good in the tropics (Yin

et al. 2004). The biases in 28 CCSM4 and CCSM3 are

comparable, although the ITCZ in the central Pacific

Ocean is located a bit farther north in the 28 CCSM4.

Both models show the characteristic pattern of the dou-

ble ITCZ problem with too much precipitation in the

central Pacific near 58S and too little precipitation in

the west and central Pacific between 158 and 308S. This

characteristic pattern of precipitation bias still occurs in

the 18 CCSM4, but its magnitude is reduced somewhat.

The 18 CCSM4 model does show a smaller bias in the

tropical Atlantic Ocean, but the dipole bias in the tropical

Indian Ocean is as large as in the other models.

b. Madden–Julian oscillation

Figure 6a shows the structure of the first combined

multivariate empirical orthogonal function (EOF) for

observed 20–100-day bandpass-filtered anomalies of

outgoing longwave radiation (OLR) and 200-hPa and

850-hPa winds between 158N and S against longitude.

This EOF is calculated as suggested by Waliser et al. (2009)

and is representative of MJO variability. Figures 6b and 6c

show the same EOF from a twentieth-century run of 18

CCSM4 and T85 CCSM3. Figure 6c clearly shows that

CCSM3 had a very poor simulation of MJO variability

because this first EOF has a very poor zonal structure

that only accounts for 10.5% of the variance in this time

band compared to 23.4% in the observations. Also, the

phasing of the three variables is poor compared to ob-

servations in the east Indian and Pacific Oceans. The MJO

variability is greatly improved in the CCSM4 twentieth-

century run because of the much better EOF zonal

structure, accounting for 19.1% of the total variance.

In addition, the phasing of the variables across the east

FIG. 3. Mean Arctic sea ice concentration (%) for the (a) CCSM4

1850 control and (b) CCSM3 1870 control; both h871–900i. The

black lines are the 10% mean concentration values from SSM/I

observations (Cavalieri et al. 1996) h1979–2000i.

FIG. 4. Frequency (%) of daily precipitation rate over land be-

tween 208N and S from GPCP and TRMM observations h1999–

2008i, from twentieth-century runs of CCSM4 at 18 and 28, and

from T85 CCSM3; all h1990–99i. All data are interpolated to the

28 CAM4 grid.
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Indian and Pacific Oceans is much improved. This im-

provement in tropical variability results mainly from the

change to use the dilute approximation in the plume

calculation of the deep convection scheme (Neale et al.

2008).

c. Mean and annual cycle of Pacific SSTs

Figure 7 shows the mean and annual cycle of SSTs

along the equator in the Pacific Ocean from observa-

tions and individual CCSM4 and CCSM3 twentieth-

century runs. The mean SST in CCSM3 was cold by

about 1.58C across most of the Pacific, and this is much

improved in CCSM4, which is warmer than the obser-

vations by only ,0.48C over most of the Pacific. The

reasons for this improvement are slightly weaker east-

erly winds on the equator in CCSM4, which result in

weaker equatorial upwelling, and stronger tropical in-

stability wave activity in the ocean, which transports more

heat onto the equator. Both model versions are warmer

than reality at the western and eastern boundaries of the

Pacific. The observations show a dominant annual cycle

in SST in the eastern Pacific Ocean, with anomaly pat-

terns propagating westward across the central Pacific.

This has been difficult to reproduce well in climate

models, and CCSM3 had an annual cycle with a strong

semiannual component in the east Pacific and no consis-

tent anomaly propagation. This is improved in CCSM4,

which has a much smaller semiannual component in the

east Pacific, and westward propagation of SST anomaly

patterns at about the correct speed. The reasons for this

FIG. 5. Annual mean precipitation difference (mm day21) rela-

tive to the GPCP climatology for h1970–99i from twentieth-century

runs using (a) 18 CCSM4, (b) 28 CCSM4, and (c) T85 CCSM3.

FIG. 6. Structure of the first combined multivariate EOF for ob-

served 20–100-day bandpass-filtered anomalies of OLR and 200-hPa

and 850-hPa winds between 158N and S against longitude: (a) ob-

servations (NOAA OLR, NCEP winds), (b) the CCSM4 twentieth-

century run, and (c) the CCSM3 twentieth-century run.
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improvement are a combination of a better mean state

and an improved simulation of surface currents due to a

better wind stress simulation, especially just north of the

equator in the east Pacific. However, there is still room

for improvement, as the amplitude of the annual SST

cycle in the east Pacific is much smaller in CCSM4 than

in observations.

d. El Niño–Southern Oscillation

Figure 8 shows the variance spectra of Niño-3 monthly

SST anomalies from Hurrell et al.’s (2008) data and the

CCSM4 1850 and CCSM3 1870 control runs. The cen-

turies chosen from the control runs have ENSO ampli-

tudes representative of the full control run amplitudes.

The CCSM3 spectrum is dominated by a fairly narrow

peak at 2 yr. This resulted from its ENSO having posi-

tive and negative phases that very regularly followed

each other a year later. This is at odds with observations

where the frequency spectrum has a broad peak with

variability between 3 and 7 yr. This very poor repre-

sentation of ENSO was noted in Collins et al. (2006)

as one of the worst aspects of all previous CCSM ver-

sions. Figure 8 shows that the ENSO frequency spec-

trum distribution in CCSM4 is a huge improvement over

CCSM3; it has very little power at 2 yr and variability

between 3 and 6 yr with a peak at 4 yr. This improve-

ment was the direct result of the two changes to the

CAM4 deep convection scheme documented in Richter

and Rasch (2008) and Neale et al. (2008). The reasons

for this improvement are analyzed in detail in Neale et al.

(2008), and their conclusion states, ‘‘Including convec-

tive momentum transport in the convection parame-

terization weakened the trades and the off-equatorial

wind response to an El Niño event; allowing for convective

FIG. 7. (a) Mean SST (8C) along the equator in the Pacific Ocean and annual cycle of SST

anomalies (CI 5 0.48C) for the (b) the Hurrell et al. (2008) data, (c) CCSM4 twentieth-century

run, and (d) CCSM3 twentieth-century run; all h1970–99i.
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plume entrainment strengthened MJO activity. The first

process weakened the delayed oscillator, which pro-

duces the overly regular ENSO in CCSM3; the second

process then added a mechanism for maintaining El Niño

events.’’ Guilyardi et al. (2009) say that the changes

documented in Neale et al. (2008) strengthen both the

Bjerknes feedback and the heat flux feedback compared

to CCSM3.

The CCSM4 ENSO variability is not perfect because

Fig. 8 shows that the amplitude is considerably larger

than in the Hurrell et al. (2008) data. However, the

model ENSO amplitude has quite a lot of variability,

and a century in the control run can be found where the

amplitude is considerably smaller, and compares bet-

ter with the data. Another aspect of the much better

CCSM4 ENSO is documented in Fig. 9, which shows the

correlation of monthly mean Niño-3 SST anomalies with

global SST anomalies from the Hurrell et al. (2008) data,

CCSM4 1850 control, and CCSM3 1870 control. The

figure shows that CCSM4 has a much more realistic me-

ridional width to the positive correlations in the central

and eastern tropical Pacific. Also, the horseshoe pattern

of negative correlations in the western tropical Pacific

that stretches into the midlatitudes of both hemispheres

in the Pacific is greatly improved. However, it is stronger

than observed in the west Pacific between the equator

and 208N, probably because of the too large ENSO am-

plitude. These two figures document the greatly improved

ENSO variability in CCSM4 compared to CCSM3, and

further analysis of CCSM4 ENSO is in Deser et al. (2011,

manuscript submitted to J. Climate).

6. Land climatology and variability

a. Land water storage

Figure 10 shows the difference in mean soil and snow

water content between the boreal spring, March–May

(MAM), and boreal fall, September–November (SON),

from Gravity Recovery And Climate Experiment

(GRACE) satellite data and the CCSM4 and CCSM3

control runs. In the tropics the GRACE data shows a

dipole pattern with respect to the equator, which results

from the migration of the monsoons from south of the

equator in boreal winter to north of the equator in bo-

real summer. The CCSM4 reproduces both this pat-

tern and the magnitude of up to 6300 mm rather well.

In contrast, the magnitude in CCSM3 was only up to

6100 mm, which was a factor of 3 too small. In addition,

the magnitude of the land-water storage compares bet-

ter with the GRACE data in CCSM4 over large areas of

Canada and Russia, although the magnitude is too large

in coastal Alaska and western Russia due to excessively

deep spring snowpacks. The improvement in CCSM4 is

due to several new hydrology and snow parameteriza-

tions that act together to produce more realistic behavior.

Among the most influential sources of this improvement

are reduced canopy interception, which permits more

water to reach the ground; reduced runoff as a conse-

quence of the incorporation of a simple prognostic

groundwater model; improved permeability of frozen

soil; and more restrictive controls on ground evapora-

tion (Oleson et al. 2008). The new land model has a much

improved capacity to store soil water from one season

to the next, which improves the simulation of latent heat

flux in the dry and transition seasons. For example, the

Amazon basin latent heat flux in CCSM4 remains high

throughout the dry season as observed, whereas in

CCSM3 the latent heat flux in the dry season drops off

significantly and unrealistically.

b. Land surface temperatures

Figure 11 shows the annual mean bias and rms error

(RMSE) in land surface temperature from CCSM4 and

CCSM3 compared to observations. The globally aver-

aged mean bias of 20.178C in CCSM4 is smaller than the

20.288C in CCSM3, although this improved mean is

partially because of a larger area of positive bias up to

48C in eastern Europe and western Russia in CCSM4.

This can be seen as a large red area in Fig. 11c: the green

(red) shading shows areas where the CCSM4 (CCSM3)

mean bias is smaller compared to observations, and gray

FIG. 8. Variance spectra of monthly mean Niño-3 SST anomalies

from the Hurrell et al. (2008) data h1901–2000i, the CCSM4 1850

control h401–500i, and the CCSM3 1870 control h801–900i.
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shading shows areas where the models have the same

bias within one standard deviation. Figure 11f shows

areas where the CCSM4 (CCSM3) RMSE is smaller in

green (red) shading. The large area of green shows that

CCSM4 has a smaller RMSE than CCSM3 in many

areas across the continents, especially in the high lati-

tudes of the Northern Hemisphere. This results in a 10%

reduction in the global RMSE in CCSM4 to 2.718C

compared to CCSM3. It is difficult to pinpoint the rea-

sons for changes in surface land temperatures because

they depend on both atmosphere and land components.

However, inclusion of the Snow, Ice, and Aerosol Ra-

diative (SNICAR) model has improved the realism of

land snow and radiation physics.

FIG. 9. Correlation of monthly mean Niño-3 SST anomalies with global SST anomalies for the (a) Hurrell et al. (2008) data h1901–2000i,
(b) CCSM4 1850 control h401–500i, and (c) CCSM3 1870 control h801–900i.
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7. Climate evolution of twentieth-century runs

a. Globally averaged surface temperature

Figure 12 shows time series of the globally averaged

surface temperature anomaly from observations and

the ensemble mean from five twentieth-century runs of

CCSM3 and CCSM4, plus the CCSM4 ensemble spread.

The model results track the data quite well up to 1970,

except for three instances. The first two are when the

models have a large dip in temperature due to the

Krakatoa eruption in 1883 and volcanic eruptions in

1902 that are not apparent in the data at all, and the

third is when the models do not show a temperature de-

crease in the 1940s that is clearly evident in the Hadley

Centre–Climate Research Unit Temperature Anoma-

lies (HadCRUT3) data. These discrepancies have been

present in all twentieth-century runs done with CCSM.

After 1970, the CCSM4 surface temperature increases

faster than the data so that by 2005 the model anomaly

is 0.48C larger than the observed anomaly. This too large

increase in surface temperature occurs in all CCSM4

twentieth-century runs. It is interesting to note however,

FIG. 10. Difference in mean soil water content (mm) between boreal spring (MAM) and

boreal fall (SON) for the (a) GRACE data (Swenson and Milly 2006) h2002–08i, (b) CCSM4

1850 control, and (c) CCSM3 1870 control, both h871–900i.
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that, if CCSM4 twentieth-century runs had ended in

2000 rather than 2005, then the comparison would have

looked much better. Over the last 5 yr of the run, the

model temperature increased significantly whereas the

earth’s temperature over that period did not change much

at all. However, it is clear from Fig. 12 that the CCSM4

surface temperature increases faster than both the ob-

servations and CCSM3.

There are several possibilities for the differences be-

tween the models and reality. Neither model includes the

indirect effects of aerosols, which have cooled the earth

somewhat over the twentieth century. This implies that

both models should warm faster than the observations,

and the fact that CCSM3 did not do so suggests that

probably the cooling effect of volcanoes is too strong in

that model. Volcanoes are implemented in exactly the

same way in both models, and Fig. 12 clearly shows the

quite large temperature response to large eruptions that

is not reflected in the observations. This could possibly

be a problem with the temperature reconstruction, which

has only sparse data in the early part of the record, and a

temperature drop might show up better using data just

over land. However, there are other possibilities for

model errors, such as a poor representation of the direct

effect of aerosols or the climate sensitivity is incorrect.

In addition, the heat uptake by the ocean may be too

small, although Gent et al. (2006) show that the CCSM3

heat uptake is larger than observations suggest, and

uptake of chlorofluorocarbon-11 agrees well with ob-

servations. It is very difficult to say definitively which of

FIG. 11. Differences of model land surface air temperature (8C) from observations (Willmott and Matsuura 2000);

all h1950–99i. Annual mean bias for the (a) CCSM4 twentieth-century run, (b) CCSM3 twentieth-century run, and

(c) for CCSM4 vs CCSM3. RMSEs for (d) CCSM4, (e) CCSM3, and (f) CCSM4 vs CCSM3. In (c) and (f) green (red)

areas are where CCSM4 (CCSM3) is in better agreement with the observations; gray areas indicate no difference.

1 OCTOBER 2011 G E N T E T A L . 4987



these possibilities causes the CCSM4 too large surface

temperature increase over the twentieth century.

The average heat gain at the TOA over the entire du-

ration of the CCSM4 twentieth-century ensemble runs is

0.254 W m22 compared to the drift in the 1850 control

run. By 2005, the average heat input is 1.15 W m22, which

is slightly larger than the 0.9 6 0.15 W m22 that obser-

vations of the heat imbalance for 2000–04 suggest (Hansen

et al. 2005; Trenberth et al. 2009). This excess rate of heat

gain, and the consequent larger surface temperature in-

crease in CCSM4 compared to CCSM3, is most likely

because it has a higher climate sensitivity. The transient

climate sensitivity of the 18 version is 1.728C compared to

1.508C for the CCSM3 T85 version (Kiehl et al. 2006). The

CCSM4 18 version equilibrium climate sensitivity due to

a doubling of CO2 is 3.28 6 0.18C (Bitz et al. 2011, man-

uscript submitted to J. Climate, hereafter B11), whereas

the T85 CCSM3 sensitivity is 2.78 6 0.18C (Kiehl et al.

2006). The reasons for this increase in CCSM4 equilibrium

climate sensitivity are analyzed in detail in B11.

b. September Arctic sea ice extent

Figure 13 shows the observed Arctic sea ice extent

in September and the ensemble mean of the CCSM4

twentieth-century runs from 1900 to 2005, with the

shading showing the range of the CCSM4 ensemble. The

ensemble mean shows some variability in this extent with

a small decreasing trend up to about 1975 and then a

much larger decreasing trend afterward that is quite close

to the observed downward trend. The 1979–2005 trends

from the different ensemble members bracket the ob-

served trend over this period, as was the case for CCSM3.

In addition, the standard deviation in each run between

1979 and 2005 is also comparable to the observations. The

CCSM project has made this comparison a very high

priority so that the model can be used to make future

projections of the Arctic sea ice. Plausible future pro-

jections of Arctic sea ice from CCSM3 are analyzed in

Holland et al. (2006).

8. Summary and conclusions

The first conclusion is that sections 4–7 show that

there are many improvements in CCSM4 simulations

compared to those from CCSM3. The most important

improvements are in the frequency of ENSO variability

and the SST correlations with the whole Pacific Ocean,

shown in Figs. 8 and 9. The changes to the deep con-

vection scheme in the atmosphere component, docu-

mented in Richter and Rasch (2008) and Neale et al.

(2008), also improve the representation of the frequency

distribution of tropical precipitation and MJO variabil-

ity, as shown in Figs. 4 and 6. Higher horizontal atmo-

spheric resolution and vertical resolution in the upper

ocean help to reduce the SST errors in the main up-

welling regions, shown in Fig. 1, and improve the mean

and annual cycle of SST along the equator in the eastern

Pacific, shown in Fig. 7. The new parameterization of

overflows in the ocean component improves the pene-

tration of the North Atlantic MOC, shown in Fig. 2, and

the path of the Gulf Stream.

Changes in the land component lead to improved water

storage over the annual cycle, shown in Fig. 10, which

leads to a better latent heat flux into the atmosphere and

river runoff into the ocean. The land component changes

also helped to reduce the RMSE biases in surface

FIG. 12. Time series of globally averaged surface temperature

anomaly (8C) from the HadCRUT3 data (Brohan et al. 2006),

CCSM3, and CCSM4 twentieth-century ensemble means. Each

time series is calculated relative to its mean of the first 20 yr.

Shading shows the maximum and minimum of the CCSM4 en-

semble spread.
FIG. 13. Time series of Arctic sea ice extent (106 km2) in Sep-

tember from the observed NSIDC Sea Ice Index (Fetterer et al.

2009) (dotted) for 1979–2009 and the CCSM4 twentieth-century

ensemble mean (solid), with the shading showing the maximum

and minimum of the ensemble spread.
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temperature, shown in Fig. 11. Therefore, CCSM4 has

a much better representation of extreme events, such as

heat waves and very heavy rainfall, than did CCSM3.

Figure 3 shows the improvement in Arctic sea ice

concentration in CCSM4, where the southern Labrador

Sea is ice free. In addition, the sea ice thickness distri-

bution in both hemispheres is obtained in CCSM4 using

much more realistic sea ice albedos, because the CCSM3

bias of 40–50 W m22 too low downward solar radiation

in the Arctic summer has been almost eliminated in

CCSM4. The CCSM4 twentieth-century ensemble com-

pares well with observations of the declining September

Arctic sea ice extent over 1979–2005, as shown in Fig. 13.

The second conclusion is that CCSM4 still has signif-

icant biases that need to be worked on and improved.

Figure 5 shows that the improvements to deep convec-

tion in CAM4 have not eliminated the double ITCZ

problem, even in the 18 version. Gent et al. (2010) show

that the 0.58-resolution version of CCSM3.5 also had a

double ITCZ so that just increasing the atmospheric

resolution may not eliminate the double ITCZ; further

parameterization improvements are almost certainly

required. The CCSM4 still has biases compared to ob-

servations in the latitudinal distribution of both the

shortwave and longwave cloud forcing (not shown).

Unfortunately, these biases do not get smaller when the

higher horizontal resolution of 0.58 is used in the atmo-

spheric component because the cloud distribution in

CCSM4 is not sufficiently accurate compared to obser-

vations. There is still too much low cloud in the Arctic

region, despite including the freeze-dry parameterization

of Vavrus and Waliser (2008). Figure 11 shows room for

improvement in the surface temperature over the conti-

nents, which has significant areas where the mean bias

is .28C compared to the Willmott and Matsuura (2000)

observations.

The third conclusion is that the missing indirect effects

of aerosols in CCSM4 is very likely a major factor causing

the larger increase in globally averaged surface temper-

ature over the twentieth century than in observations,

shown in Fig. 12. However, there are other possibilities

for this too large increase, such as a poor representation

of the direct effect of aerosols, the ocean heat uptake is

too small, or the model climate sensitivity is too large.

The absence of aerosol indirect effects means that pro-

jections of future temperature rise due to increased CO2

and other greenhouse gases will be larger than if CCSM4

did include the aerosol indirect effects. These last two

conclusions clearly point out the necessity of an improved

atmosphere component that includes a better represen-

tation of cloud physics and aerosols that allows for feed-

back of the indirect effects of aerosols. A new version of

CAM that includes these processes, and other improved

parameterizations, has been under development for some

time and is ready to be incorporated into CCSM. Results

using this new atmosphere component will be docu-

mented in the very near future.
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