The Weakening of the Stratospheric Polar Vortex and the Subsequent Surface Impacts as Consequences to Arctic Sea-ice Loss
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Abstract

This study investigates the stratospheric response to Arctic sea-ice loss and subsequent near-surface impacts by analyzing 200-member coupled experiments using the Whole Atmosphere Community Climate Model version 6 (WACCM6) with preindustrial, present-day, and future sea-ice conditions specified following the protocol of Polar Amplification Model Intercomparison Project. The stratospheric polar vortex weakens significantly in response to the prescribed sea-ice loss, with a larger response to greater ice loss (i.e., future minus preindustrial) than to smaller ice loss (i.e., future minus present-day). Following the weakening of the stratospheric circulation in early boreal winter, the coupled stratosphere-troposphere response to ice loss strengthens in late winter and early spring, projecting onto a negative North Atlantic Oscillation-like pattern in the lower troposphere. To investigate whether the stratospheric response to sea-ice loss and subsequent surface impacts depend on the background oceanic state, ensemble members are initialized by a combination of varying phases of Atlantic Multidecadal Variability (AMV) and Interdecadal Pacific Variability (IPV). Different AMV and IPV states combined, indeed, can modulate the stratosphere-troposphere responses to sea-ice loss, particularly in the North Atlantic sector. Similar experiments with another climate model show that, although strong sea-ice forcing also leads to tighter stratosphere-troposphere coupling than weak sea-ice forcing, the timing of the response differs from that in WACCM6. Our findings suggest that Arctic sea-ice loss can affect the stratospheric circulation and subsequent tropospheric variability on seasonal timescales, but modulation by the background oceanic state and model dependence need to be taken into account.

Significance Statement

This study uses new generation climate models to better understand the impacts of Arctic sea-ice loss on the surface climate in midlatitudes, including North America, Europe, and Siberia. We focus on the stratosphere-troposphere pathway, which involves the weakening of stratospheric winds and its downward coupling into the troposphere. Our results show that Arctic sea-ice loss can affect the surface climate in midlatitudes via the stratosphere-troposphere pathway, and highlight the modulations from background mean oceanic states as well as model dependence.
1. Introduction

The rapid decline of Arctic sea ice, observed by routine satellite observations (Stroeve and Notz 2018), is a dominant consequence of anthropogenic climate change in the past four decades (Fetterer et al. 2017). Not only has Arctic sea-ice extent decreased substantially (Comiso et al. 2008; Cavalieri et al. 2012), but sea-ice thickness has also reduced (Rothrock et al. 1999; Serreze and Stroeve 2015; Lindsay and Schweiger 2015; Kwok et al. 2018). The seasonal evolution of Arctic sea ice has also undergone dramatic changes (Markus et al. 2009; Stroeve et al. 2014). Under future greenhouse gas emission scenario simulations conducted by state-of-the-art global climate models participating in the phase 6 of the Coupled Model Intercomparison Project (CMIP6, Eyring et al. 2016), the Arctic Ocean is projected to become nearly ice-free in boreal autumn by the middle of the 21st century (Notz et al. 2020). Highlighted in the Special Report on the Ocean and Cryosphere in a Changing Climate (IPCC 2019) and the sixth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC 2021), the retreat of Arctic sea ice has exerted profound impacts on local weather, ecosystems, and socio-economic conditions (Grebmeier 2012; Jung et al. 2016), and instigated rigorous debates on whether or not it has contributed to extreme weather events in North America and Eurasia (e.g., Barnes 2013; Cohen et al. 2014; Mori et al. 2014; Barnes and Screen 2015; Overland et al. 2015, 2016; Coumou et al. 2018; Blackport et al. 2019; Screen and Blackport 2019a; Blackport and Screen 2020a, 2020b; Cohen et al. 2020; Zappa et al. 2021; Smith et al. 2022).

Associated with the rapid loss of Arctic sea ice, a faster warming rate in the Arctic than in the tropics or the rest of the globe (Holland and Bitz 2003; Pithan and Mauritsen 2014; Goosse et al. 2018; Previdi et al. 2021; Taylor et al. 2021) is observed (Serreze and Francis 2006; Serreze et al. 2009; England et al. 2021; Chylek et al. 2022; Rantanen et al. 2022), recorded in paleoclimate proxies (Park et al. 2019), and simulated by several generations of climate models (Manabe and Wetherald 1975; Holland et al. 2003; Hahn et al. 2021; Chylek et al. 2022; Liang et al. 2022; Rantanen et al. 2022; Wu et al. 2023). This phenomenon, referred to as Arctic amplification (AA), implies a reduced north-south temperature gradient in the lower troposphere, which has the potential to dynamically link AA and the associated sea-ice loss to changes in the jet stream, which in turn may modulate the amplitude and persistence of tropospheric planetary waves, leading to more frequent extreme events in mid-latitudes (Francis and Vavrus 2012, 2015;
Cohen et al. 2014, 2018; Francis et al. 2018; Zou et al. 2021). Previous studies also proposed that amplified Arctic warming and sea-ice loss give rise to a nearly barotropic response of the large-scale tropospheric circulation resembling the Northern Annular Mode (NAM, Thompson and Wallace 2000) at the hemispheric scale or the North Atlantic Oscillation (NAO, Hurrell 1995) over the North Atlantic sector (e.g., Deser et al. 2004; Singarayer et al. 2006; Seierstad and Bader 2009; Strey et al. 2010; Cassano et al. 2014; Screen et al. 2014; Wettstein and Deser, 2014; Deser et al. 2016; Liang et al. 2021a). These suggested links to midlatitude atmospheric circulation changes and extremes have been referred to as the tropospheric pathway.

Another proposed mechanism linking AA and the midlatitude circulation builds upon the process of stratosphere-troposphere coupling (Baldwin and Dunkerton 2001) and is often called the stratospheric pathway (e.g., Jaiser et al. 2013; Cohen et al. 2014; Kim et al. 2014; Jaiser et al. 2016; Nakamura et al. 2016; Ruggieri et al. 2016; Xu et al. 2021, 2023). Distinct from the tropospheric pathway, Arctic sea-ice loss along with the associated diabatic heating change (and possibly its gradients) first excite waves propagating upward into the stratosphere (Jaiser et al. 2013; Peings and Magnusdottir 2014a; Kim et al. 2014; Sun et al. 2015; Nakamura et al. 2016; Wu and Smith 2016; Zhang et al. 2018; Liang et al. 2021a; Sun et al. 2022), which weaken the stratospheric polar vortex via wave-mean flow interactions (Andrews et al. 1987). The perturbed stratospheric anomalies then migrate downward to the near-surface with a projection onto the negative NAM/NAO pattern (Kidston et al. 2015; Polvani et al. 2017; Domeisen and Butler 2020; Baldwin et al. 2021; Liang et al. 2021b), although other studies showed that the impacts of stratosphere-troposphere coupling associated with sea-ice loss may not always extend to the surface (e.g., Xu et al. 2023). Despite dynamically feasible and statistically identifiable, such a chain of processes involve stratospheric and tropospheric circulations at multiple spatiotemporal scales in the presence of large internal variability, leading to small signal-to-noise ratios (Sun et al. 2015; Seviour 2017; Blackport and Screen 2019; Peings 2019; Liang et al. 2020; Sun et al. 2022). In addition, the short observational record may not provide robust statistical relationships between Arctic sea-ice loss and stratospheric circulation changes. Thus, one needs to interpret causality with caution.

In an attempt to address the causality issue, a causal network technique has been applied to observational datasets to verify that stratosphere-troposphere coupling can indeed link Arctic sea-ice loss, particularly that in the Barents-Kara Seas, to tropospheric circulation changes in
midlatitudes (Kretschmer et al. 2016). An alternative, and more common, approach is to conduct numerical experiments using a general or global climate model (GCM) to explicitly single out the role of stratosphere-troposphere coupling and subsequent impacts on near-surface climate under specific Arctic sea-ice loss conditions (e.g., Peings and Magnúsdóttir 2014a; Kim et al. 2014; Sun et al. 2015; Zhang et al. 2018; Sun et al. 2022). However, the GCM experiments conducted with different models show diverse stratospheric circulation responses to Arctic sea-ice loss: some modelling studies showing a weakened polar vortex (Kim et al. 2014; Nakamura et al. 2016), others an intensified vortex (Cai et al. 2012; Scinocca et al. 2009; Screen et al. 2013; Sun et al. 2014; England et al. 2018), or negligible response (Dai and Song 2020; Peings et al. 2021; Smith et al. 2022; Sun et al. 2022). Such wide range of sensitivity limits the utility of GCMs to improve our process-based understanding of the stratospheric responses to sea-ice loss and the subsequent tropospheric climate impacts that are suggested by observations and reanalysis datasets. This diversity might be linked to the various strengths and spatial patterns of the sea-ice forcing prescribed in the GCM experiments (Screen et al. 2018; Smith et al. 2019), the different background states (Chen et al. 2016; Smith et al. 2017; Labe et al. 2019) and strengths of eddy-mean flow interaction (Smith et al. 2022), and conflation of the sea ice-forced response with internal variability (e.g., Seviour 2017; Peings et al. 2021; Sun et al. 2022).

The Polar Amplification Model Intercomparison Project (PAMIP) of CMIP6 provides multiple GCM experiments with identical sea-ice concentration (SIC) and sea-surface temperature (SST) conditions, as well as large ensemble sizes, to investigate the causes and consequences of polar amplification (Smith et al. 2019). The PAMIP project, therefore, offers a useful testbed for assessing Arctic-midlatitude linkages resulting from the response to sea-ice loss via both the stratospheric and tropospheric pathways (e.g., Ronalds et al. 2020; Peings et al., 2021; Streffing et al. 2021; Smith et al. 2022; Sun et al. 2022). The ensemble size for the short (14 month) time-slice experiments was recommended to be 100 by the PAMIP protocol (see Table 1 of Smith et al. 2021), but several recent studies have indicated that more than 100 members are needed to sufficiently separate the sea-ice forced signals from internal atmospheric circulation variability (e.g., Labe et al. 2019; Liang et al. 2020; Peings et al. 2021; Sun et al. 2022). Moreover, the PAMIP protocol specified the same background mean SST states derived from the coupled model experiments of the Coupled Model Intercomparison Project phase 5
(CMIP5) (Smith et al. 2019), overlooking the effects of different oceanic states on the atmospheric circulation responses to sea-ice loss.

Previous studies have shown that the stratospheric circulation, its coupling to the troposphere, and the tropospheric circulation can be affected by SST anomalies associated with Atlantic Multidecadal Variability (AMV; Knight et al. 2005; Zhang et al. 2019), Interdecadal Pacific Variability (IPV, Henley et al. 2015), and their combination (Nishii et al. 2010; Woo et al. 2015; Omrani et al. 2014; Peings and Magnusdottir 2014b; Kren et al. 2016; Elsbury et al. 2017; Suo et al. 2022; Omrani et al. 2022). Other studies also highlighted that the Arctic sea ice and the associated temperature responses can be modulated by AMV (e.g., Osborne et al. 2017; Li et al. 2018; Chen et al. 2021; Luo et al. 2022), or Pacific Decadal Variability (e.g., Screen and Francis 2016; Svendsen et al. 2018; Simon et al. 2022; Luo et al. 2022; Suo et al. 2022). Hence, the concurrent phase shifts of AMV and IPV in the early 20th century that occurred in conjunction with rapid Arctic warming (Tokinaga et al. 2017) suggests combined effects on Arctic climate change. Taking together, it would be also reasonable to constrain the SSTs to certain phases of AMV and IPV in the PAMIP experiments to investigate their modulating influence on the circulation response to Arctic sea-ice loss via the stratospheric pathway.

In this study, we use the Whole Atmosphere Community Climate Model version 6 (WACCM6), which has a high-top configuration to better resolve stratospheric processes (Gettelman et al. 2019), to conduct the PAMIP time-slice atmosphere-land-ocean-sea ice coupled experiments. We carry out such fully coupled simulations instead of atmosphere-only experiments because some previous studies pointed out the importance of oceanic feedbacks in the atmospheric response to sea-ice loss (e.g., e.g., Deser et al. 2016; Screen and Blackport, 2019a; Screen et al. 2018). Unlike these previous studies, our focus is on the stratospheric response to Arctic sea-ice loss and the subsequent impacts on near-surface climate. To address the issues of internal variability and background SST state dependence, both of which render the novelty of this study, we have increased the PAMIP protocol ensemble size to 200 members and incorporated combinations of different AMV and IPV SST states in the initial ocean conditions. The model configuration and experimental details are described in Section 2. Section 3 presents the results according to the dynamical framework stratosphere-troposphere coupling, starting with tropospheric precursors including upward wave activity, followed by the stratospheric circulation response, and, finally, the subsequent downward impacts on near-
surface sea-level pressure, temperature, and precipitation. We then analyze the modulating effects of combined AMV and IPV phases. Results from another GCM (IPSL-CM6A-LR, Boucher et al. 2020) are also examined to illustrate the model dependence issue. Discussion is provided in Section 4, followed by a summary of results in Section 5.

2. Data and methods

a. Model descriptions

In this study, we use WACCM6 of Community Earth System Model version 2 (hereafter CESM2-WACCM6, Danabasoglu et al. 2020) developed by the National Center for Atmospheric Research (NCAR). The WACCM6 adopts the finite volume dynamical core (Lin and Rodd, 1997) with a 0.9° latitude x 1.25° longitude horizontal resolution and is the high-top version of the atmospheric component model of CESM2, which has 70 vertical levels from the surface to model top at 6x10^{-6} hPa (~140 km), in contrast to its low-top counterpart, the Community Atmosphere Model version 6 (CAM6, Danabasoglu et al. 2020), which has only 32 vertical levels with the model top at 2.26 hPa (~40 km). The WACCM6 has all the same physical parameterizations as CAM6, except the parameterization scheme of gravity waves (Gettelman et al. 2019): the orographical gravity wave drag parameterizations in WACCM6 and CAM6 are identical, but the parameters of frontal and convective parameterization in WACCM6 were changed to better characterize frontogenesis and Quasi-Biennial Oscillation (QBO). The WACCM6 has been shown to not only better simulate the stratospheric processes and circulation variability than CAM6, including sudden stratospheric warming events and the self-generated QBO (Gettelman et al. 2019; Ayarzagüena et al. 2020), but also better represent the tropospheric circulation compared to observations or reanalysis datasets, including storm tracks, stationary waves, and blocking in midlatitudes (Simpson et al. 2020).

To conduct the fully-coupled PAMIP time-slice experiments, the WACCM6 is coupled to other model components of CESM2: the ocean component is the Parallel Ocean Program version 2 (POP2, Smith et al. 2010), the sea-ice component is CICE version 5.1.2 (CICE5, Hunke et al. 2015), the land-ice component is the Community Ice Sheet Model Version 2.1 (CISM2.1; Lipscomb et al., 2019), the land component is the Community Land Model Version 5 (CLM5, Lawrence et al. 2019), and the river transport component is the Model for Scale Adaptive River Transport (MOSART; Li et al. 2013). More details on the fully coupled configuration can be
found in Danabasoglu et al. (2020). We use the specified chemistry version of WACCM6, which does not resolve the interactive chemical contributions (Smith et al. 2014).

The second GCM used in this study is developed by the Institut Pierre-Simon Laplace (IPSL) Climate Modelling Centre: the IPSL-CM6A-LR (Boucher et al. 2020). The atmospheric component is the LMDZ6A-LR (Hourdin et al. 2020) with a 1.3° latitude x 2.5° longitude horizontal resolution; it is also regarded as a high-top model as it has 79 vertical levels spanning from the surface to 0.01 hPa (~80 km). The land component is ORCHIDEE (Krinner et al. 2005). The LMDZ6-LR is coupled to the Nucleus for European Models of the Ocean version 3.6 (Madec et al. 2017), which includes LIM3 sea-ice component (Rousset et al. 2015; Vancoppenolle et al. 2009). More details about IPSL-CM6A-LR can be found in Boucher et al. (2020).

b. PAMIP time-slice experiments

We conduct the time-slice experiments with CESM2-WACCM6 following the PAMIP protocol (see experiments 2.1, 2.2, and 2.3 in the Table 1 of Smith et al. 2019). The temporal integration period is from April 1st to May 31st of the following year, providing 14-month simulations. The CMIP6 radiative forcing is fixed at its year 2000 level during the integration period. We constrain the sea-ice condition in each experiment by nudging both SIC and sea-ice volume (SIV) towards the target preindustrial, present-day (hereafter present), and future SIC and SIV conditions in the Northern Hemisphere (Smith et al. 2019; Peings et al. 2021), while the SIC and SIV in the Southern Hemisphere are constrained to be identical at present-day levels among the three experiments. The nudging constrains the sea-ice thickness to be about 2 meters in the Northern Hemisphere and 1 meter in the Southern Hemisphere, as required by the PAMIP protocol. The SIV, therefore, is derived from the corresponding sea-ice area multiplied by the thickness.

The present SIC conditions were obtained from the 1979-2008 climatology using the Hadley Centre Sea Ice and Sea Surface Temperature dataset (HadISST; Rayner et al. 2003). The preindustrial SIC were generated from the 31 historical simulations of CMIP5 when the global mean temperature is close to 13.67°C, an estimation of the observational global mean temperature over the preindustrial period (Haustein et al. 2017). The future SIC were obtained from the corresponding CMIP5 projections based on the 30-year periods when the global mean
temperature exceeds the preindustrial counterpart by 2°C under the representative concentration pathway 8.5 emissions scenarios (Hausfather 2020). The parallel sets of experiments carried out by IPSL-CM6A-LR use a similar nudging method but it is implemented to only reach the target SIC, while the SIV is not directly constrained. The details and performance were documented in Simon et al. (2021).

The spatial distributions of March and September Arctic SICs in the time-slice runs are presented in Figure 1. The future SIC is much smaller than the preindustrial and present SICs across the Arctic Ocean in September (Figs. 1e-g), while smaller future SICs appear mostly in the marginal ice zones, including the Sea of Okhotsk, Bering Sea, and Labrador Sea, in March (Figs. 1a-c). Examination of the Arctic sea-ice area (SIA) confirms that our nudging technique successfully constrains the simulated SICs (solid lines in Fig. 1d) toward the target (SIA, dashed lines in Fig. 1d) throughout the 14-month integration period. The smaller SIC and larger area of open water in the future runs enhances the upward surface turbulent heat fluxes averaged over the Arctic domain (60°N-90°N) compared to the present and preindustrial runs, especially in autumn and winter when they reach their peak amplitude (Fig. 1h). This seasonality of turbulent heat fluxes is also seen in previous studies (e.g., Deser et al. 2010, 2015; Sun et al. 2015, 2022). Hence, larger sea-ice retreat in our simulations indeed promotes larger turbulent heat fluxes into the atmosphere as early as autumn, a factor which might initiate the subsequent stratospheric and tropospheric responses. In the following analyses, we refer the variable (or response) of interest under “strong” sea-ice forcing as that from the future runs minus the preindustrial runs, and under “weak” sea-ice forcing as that in the future runs minus the present runs. Thus, the control or reference run is the future run. We also consider as “weak” sea-ice forcing the present runs minus the preindustrial runs, and obtain similar results for stratospheric circulation responses (not shown). The corresponding figures for IPSL-CM6A-LR were documented in Simon et al. (2022, see their Fig. 1).
FIG. 1. March SICs averaged over 200 members for (a) preindustrial, (b) present, and (c) future time-slice coupled experiments, and the corresponding September SICs in (e-g). (d) The evolution of sea-ice area for each experiment during the integration period from April to May of the following year. (h) As in (d) but for turbulent heat flux from ocean to atmosphere averaged over the Arctic domain (60°N-90°N). In (d) and (h), the thick lines represent the ensemble-mean values, while the color shadings delineate the two standard deviation ranges. In (d), the dashed lines are the target SIC values for the nudging.

c. IPV and AMV initial conditions

To test if the atmospheric responses to Arctic sea-ice loss are influenced by different phases of AMV and IPV, we choose the ocean initial conditions (ICs) with different AMV and IPV phases from existing CESM2 simulations and plot the oceanic state based on AMV indices against IPV indices (Fig. 2). We select sixteen years with AMV- and IPV+ phases (hereafter AMV-/IPV+) and fourteen years for AMV+ and IPV- (hereafter AMV+/IPV-) from 3 CESM2-WACCM6 and 11 CESM2-CAM6 historical simulations, which were conducted following CMIP6 protocol from 1850 to 2014 (Danabasoglu et al. 2020), using the 1985-2014 period (filled solid symbols in Fig. 2). Other combinations of AMV and IPV states (i.e., AMV+/IPV+ and AMV-/IPV-) could not be sufficiently sampled with the available historical simulations (Fig. 2).
2). The SST variability in the CESM2-CAM6 and CESM2-WACCM6 historical simulations is comparable (Fig. S5), justifying that ICs are sampled from both models. The AMV state is determined by a normalized AMV index, defined as the annual mean SST averaged over 0°-60°N (North Atlantic domain) minus the annual global-mean SST, smoothed with a 10-year low-pass filter (based on the index calculated in Kerr 2000; Enfield et al. 2001 with slight modification in the chosen domain and window length for low-pass filter). If the AMV index is larger (smaller) than 0.8 (-0.8), we select it as an AMV+ (AMV-) state. For the IPV, we follow Henley et al. (2015) to calculate the tripolar SST index, and determine an IPV+ (IPV-) state when the normalized index is larger (smaller) than 0.8 (-0.8). We choose 0.8 at the threshold for these indices in order to increase the sample size.

The ocean initial state for the full depth is sampled on April 1 for each of the 16 AMV-/IPV+ and 12 AMV+/IPV- simulations described above. The ICs for land and atmosphere are obtained from present-day mean states of CESM2-WACCM6 historical simulations. In addition, we perturb in each case the initial atmospheric temperature fields with small values (the so-called pertlim method, Kay et al. 2015; Deser et al. 2020) to construct a total of 100 ICs for AMV+/IPV- and AMV-/IPV+ cases. This approach provides the ICs to initiate our 200-member sea-ice loss experiments. We verified that the initial SSTs in our experiments persist into winter with consistent AMV and IPV SST patterns (Figs. S1-4). Similar procedure is performed in sampling ICs for IPSL-CM6A-LR.
FIG. 2. The distribution of IPV and AMV phases during 1985-2014 from 3 CESM2-WACCM6 (circles) and 11 CESM2-CAM6 (triangles) historical simulations. The filled symbols are those samples used in the ICs of our experiments. See text for details.

d. Random resampling procedure

Recent studies based on PAMIP experiments found that sampling fluctuations due to internal variability are large (e.g., Peings et al. 2021; Smith et al. 2022; Sun et al. 2022). For example, Sun et al. (2022) showed that even the sign of the stratospheric circulation response to Arctic sea-ice loss can be opposite between the first and the second halves of a 200-member ensemble (see Fig. 3a of Sun et al. (2022)). Hence, the uncertainty due to internal variability must be robustly estimated. A commonly used method is the random sampling (bootstrapping) procedure (Mudelsee 2010; Pedregosa et al 2011), which constructs “resamples” from ensemble members (e.g., Oehrlein et al. 2019; Liang et al. 2022; Sun et al. 2022). In this study, we randomly sample 200 members from the merged sample of preindustrial, present, and future runs for 10,000 times with replacement. To obtain the distributions of 10,000 ensemble means for the stratospheric responses under strong and weak sea-ice forcings, we take their difference and
average them over the 200 resampled members. Results are similar if we change the resampled size to 100.

e. Field significance

Statistical significance of the difference maps may be overestimated if one simply uses the standard two-tailed Student’s t test at each grid point (i.e., local significance; Livezey and Chen 1983; Wilks 2016). To address this issue, Wilks (2016) introduced the concept of “field significance” which constrains the false discovery rate (FDR). Recent PAMIP studies have used the field significance to determine the robustness of sea-ice loss-forced circulation changes (e.g., Peings et al. 2021; Sun et al. 2022). We choose the test level $\alpha_{FDR} = 0.1$ to achieve a global test level $\alpha_{FDR} = 0.05$ for a spatial decorrelation scale of $\sim 1.54 \times 10^3$ km (see Fig. 4 in Wilks 2016), as derived from the spatial autocorrelation of geopotential height field at 500 hPa (Polyak 1996). We also apply the field significance to the height-time domain with $\alpha_{FDR} = 0.1$ (D. S. Wilks 2019, personal communication).

3. Results

a. Sea-ice loss enhances stratosphere-troposphere coupling

We begin by examining the time evolution of the stratospheric and tropospheric responses to Arctic sea-ice loss. Figures 3a-b show the time evolution of the polar cap-averaged (65-90°N) geopotential height (hereafter Z) responses from 1000 to 1 hPa, averaged over the 200 ensemble members for strong and weak sea-ice forcings, respectively, from September 1st to the following April 1st. Clearly, the strong sea-ice forcing gives rise to stronger negative polar cap Z responses in both the stratosphere and troposphere in autumn and winter, indicating that a more pronounced stratosphere-troposphere coupling is established by greater sea-ice loss. Under strong sea-ice forcing, the tropospheric precursors emerge in October and begin to migrate upward into the stratosphere in the middle of November (Fig. 3a). In contrast, the upward branch is absent nor statistically significant in late November and December under weak sea-ice forcing, showing a decoupling between troposphere and stratosphere in autumn and early winter (Fig. 3b).
FIG. 3. Evolution of polar cap-averaged geopotential height (Z) response from September 1st to April 1st of the following year under (a) strong sea-ice forcing and (b) weak sea-ice forcing. The polar cap is defined as the region covering 65°N-90°N. In (a) and (b), the black contours denote the field significance, while the cyan contours show the 5% local significance. The yellow dashed lines highlight the 10-hPa level in December. (c) Resampled distributions of December geopotential height response at 10 hPa (Z10) under strong (red distribution) and weak (green distribution) sea-ice forcing. The dashed, dotted and solid vertical lines are the ensemble-mean Z10 responses under strong sea ice forcing based on members 1-100, 51-150, 101-200, respectively. The percentage of 10,000 resampled 200-member averages above zero are given in the legend. (d) Resampled ensemble-mean December Z10 responses (solid line) and the two-standard deviation envelope (color shading) as a function of ensemble size; see text for details.
Since the stratospheric polar vortex can be perturbed by vertical wave activity fluxes from the troposphere (Polvani and Waugh 2004), we next examine the Eliassen-Palm (EP) fluxes (Edmon et al. 1980), which manifest the vertical and meridional propagation of Rossby waves in the vertical-latitude coordinate, in response to sea-ice forcings in November and December (Fig. 4). Stronger and enhanced upward EP fluxes are instigated in the lower troposphere and propagate vertically into the lower stratosphere (~50 hPa) between 60°N and 80°N in late-November when the sea-ice forcing is strong (Fig. 4a). After entering the stratosphere, the EP fluxes are refracted equatorward. As the convergence/divergence of the EP fluxes is a useful measure to diagnose the resultant zonal-mean zonal wind deceleration/acceleration via the wave-mean flow interaction (Andrews et al. 1987), we superimpose the zonal-mean zonal wind responses in Figure 4. We find reduced winds in the lower stratosphere (50-10 hPa) between 60°N and 80°N and in the higher stratosphere (10-1 hPa) centered around 40°N in the strong ice forcing case (Fig. 4a), consistent with the EP flux convergence. The dipolar zonal-wind feature in the high stratosphere (10-1 hPa) is also largely explained by the wind tendency induced by the divergence and convergence of EP fluxes. In contrast, less upward EP fluxes enter the stratosphere in late-November when the sea-ice forcing is weak (Fig. 4e), and they have no field significant influence on the zonal-mean zonal wind and do not lead to reduced stratospheric circulation. In early- and mid-December the EP flux and zonal wind responses remain largely similar to those in late-November but they become somewhat weaker under strong SIC forcing (Figs. 4b and c). In late-December, enhanced EP fluxes instigated in the mid-troposphere give rise to a reduced stratospheric circulation with wider extent (Fig. 4d). For weak SIC forcing, more EP fluxes enter stratosphere and weaken the zonal winds there only after mid-December (Figs. 4g and h). These results clearly illustrate that the stronger sea-ice forcing more effectively influences the stratospheric circulation in November and December via vertical wave propagation and eddy-mean flow interaction than the weaker sea-ice forcing.
FIG. 4. Late-November (November 21
d to November 30\textsuperscript{th}) EP fluxes (arrows) and zonal-mean
zonal wind (color shadings) under (a) strong sea-ice forcing and (e) weak sea-ice forcing. (b) and
(f), (c) and (g), and (d) and (h) are the same as (a) and (e), but for early-December (December 1\textsuperscript{st}
to 10\textsuperscript{th}), middle-December (December 11\textsuperscript{th} to 20\textsuperscript{th}), and late-December (December 21\textsuperscript{st} to 30\textsuperscript{th}),
respectively. The black contours denote field significance for zonal winds, and the cyan contours
the 5\% local significance based on the Student’s $t$ test. The magenta vectors are at 5\% significance level based on the Student’s $t$ test for either vertical or meridional components.
Focusing on the stratospheric circulation responses in December, when they attain maximum strength (recall Figs. 3a and b), we further analyze the polar cap Z at 10 hPa (hereafter Z10, yellow dashed lines in Figs. 3a-b) under the strong and weak sea-ice forcings. Here we aim to estimate how the stratospheric response varies with the strength of sea-ice forcing, and also to inform its robustness. Figure 3c shows the distributions of resampled ensemble-means (Section 2d). The strong sea-ice forcing results in a Z10 increase by 74±61 m (mean ± two standard deviations), corresponding to a decelerated polar vortex, whereas the weak sea-ice forcing only enhances Z10 by 37±62 m. Thus, the stratospheric response is twice as large in the strong sea-ice forcing case than the weak one, while the uncertainty ranges due to internal variability are comparable. About 99% of the resamples under strong sea-ice forcing are larger than zero (the red distribution), as compared to only 88% under weak sea-ice forcing (the green distribution).

To further estimate the effect of internal variability, we compare two standard deviations of the resampled Z10 distributions (hereafter 2xSD), containing about 95% of the resamples, and obtain 61 m and 62 m for the strong and weak sea-ice forcing runs, respectively. The similar values indicate that the effect of internal variability is insensitive to the strength of sea-ice forcing. Comparison with the ensemble-mean Z10 responses in the strong and weak sea-ice forcing cases, which are 74 and 37 m, respectively, leads to a signal-to-noise ratio of 1.18 and 0.66, respectively, reflecting that the forced stratospheric responses are relatively small compared to the internal variability, as documented in previous studies (e.g., Liang et al. 2021; Smith et al. 2022; Sun et al. 2022). Another perspective is to analyze the amplitude of internal variability as a function of the ensemble size. We are particularly interested in how many ensemble members are needed for the lower bound of the 2xSD envelope to be larger than zero (Fig. 3d). For the strong sea-ice forcing case, 138 members are needed while for the weak sea-ice forcing case 200 members are not enough. We, thus, conclude that in December more than ~140 members are needed to single out with 95% confidence the sign of the forced stratospheric signal from the internal variability when the sea-ice forcing is strong, and more than 200 members are needed if the sea-ice forcing is weak. If we lower the confidence level to 90%, ~90 members are needed for strong SIC forcing but still more than 200 members are required for weak SIC forcing. Hence, the necessary number for the weak SIC forcing runs is larger than recommended by the PAMIP protocol (Smith et al. 2019).
While the polar cap Z provides an overview of the stratosphere-troposphere response to the sea-ice forcing, further insight can be revealed by examining the spatial distributions of the Z response. We first investigate the December response pattern of Z at 300 hPa (hereafter Z300), and decompose it into wavenumber1 and wavenumber2 components. Following the framework of constructive and destructive interference (e.g., Smith and Kushner 2012; Sun et al. 2015; 2022), we find that for wavenumber1 component, both strong and weak SIC forcing gives constructive interference (Fig. S6). For the wavenumber2 component, strong SIC forcing produces more constructive features than weak SIC forcing, in particular over northern European and Siberian sectors (Fig. S7). This analysis confirms that the strong SIC forcing gives rise to a circulation response pattern in December that favors upward EP fluxes and stronger stratosphere-troposphere coupling (Smith and Kushner 2012). We, then, consider the January-February response patterns of Z at 50 hPa (hereafter Z50), 500 hPa (hereafter Z500), and SLP (Fig. 5). In the stratosphere, a large and significant Z50 increase reaching 60 m occurs around Greenland for strong sea-ice forcing (Fig. 5a). By contrast, the Z50 response to weak sea-ice forcing extends over the whole polar region with the maximum over Greenland, but lacks field significance (Fig. 5b). Therefore, the stratospheric polar vortex weakening (or meandering from north to south) is more confined in the North Atlantic sector under strong sea-ice forcing. In the middle troposphere, Z500 increases in both cases over broader region (Figs. 5c-d), but strong sea-ice forcing gives rise to stronger Z500 increases above the North Atlantic and northern Siberia. Significant responses are also seen in the SLP, indicating nearly barotropic circulations, again with stronger magnitude for strong sea-ice forcing (Figs. 5e-f). The dipolar SLP pattern in the North Atlantic largely resembles a negative NAO pattern, which has imprints on the wind and precipitation (Hurrell et al. 2003; Section 3b). Over northern Siberia, enhanced SLP appears in both weak and strong sea-ice forcing cases (Figs. 5e-f). For strong sea-ice forcing, the increased SLP extends from eastern Europe to northeastern Siberia, penetrating into central China. In contrast, weak sea-ice forcing produces SLP increases mostly concentrated in the Ural Mountain regions, resembling a Ural blocking circulation (Peings 2019).

To summarize, in our CESM2-WACCM6 simulations, a stronger stratosphere-troposphere coupled response during late autumn and winter is produced by strong sea-ice forcing compared to weak sea-ice forcing. Sea-ice loss reduces SLP during November over the Arctic and excites more upward planetary waves into the stratosphere. Then, via wave-mean
flow interactions, the convergence of wave activity reduces the strength of the stratospheric polar vortex, peaking in December. In January and February, the perturbed stratospheric signal gradually migrates downward throughout the troposphere. Such a chain of events is not seen as robustly under weak sea-ice forcing, perhaps because of the smaller signal-to-noise ratio.

FIG. 5. January-February mean Z50 responses under (a) strong sea-ice forcing and (b) weak sea-ice forcing. (c)-(d) and (e)-(f) are same as (a)-(b), but for Z500 and SLP, respectively. The black dots denote the field significance, while the cyan dots the 5% local significance.

b. Impacts on the near-surface circulation, precipitation, and temperature

After the stratospheric polar vortex is perturbed, it can trigger subsequent downward migration and affect surface climate (Baldwin and Dunkerton 2001). In our simulations, indeed,
after the stratospheric polar cap weakens during December, the signal gradually descends to the lower troposphere and near-surface in January and February, affecting zonal wind at 850 hPa (U850 hereafter), precipitation and surface-air temperature (SAT) as shown in Figure 6. We first focus on the North Atlantic sector where the January-February mean responses are of largest magnitude and statistical significance. Consistent with the negative NAO-like responses shown earlier (Figs. 5e-f), U850 is displayed toward the north of polar jet stream associated with weakened polar vortex (Kidston et al. 2015) and weakened in the downstream regions of the mean eddy-driven jet, and possibly results in reduced storm track activity (Seierstad and Bader 2009; Harvey et al. 2013), as evidenced by a precipitation decrease over the eastern North Atlantic. The response patterns of U850 and total precipitation are largely similar in the weak sea-ice forcing case, but with smaller magnitude and less statistical significance (Figs. 6b and d).

Localized warming occurs above large sea-ice loss regions, including the Barents-Kara Seas, the western Greenland Sea, the Hudson Bay, the Bering Strait, and the Sea of Okhotsk (Figs. 6e-f). In these regions, the total precipitation also increases (Figs. 6c-d) as a result of enhanced evaporation due to more open water. Again, the amplitudes are stronger for strong sea-ice forcing. We also notice that the so-called “warm Arctic-cold Eurasia” pattern, suggested to be produced by stratosphere-troposphere coupling (e.g., Zhang et al. 2018; Xu et al. 2021), does not appear in the SAT responses to sea-ice loss in our CESM2-WACCM6 simulations (Figs. 6e-f).

It is noted that, although these near-surface responses are consistent with the imprints of the downward migration of stratospheric responses, they could also contain confounding effects due to the thermodynamical and dynamical processes within the troposphere, as well as concurrent sea-ice loss impacts in late winter and early spring.
FIG. 6. January-February mean U850 responses under (a) strong sea-ice forcing and (b) weak sea-ice forcing. (c)-(d) and (e)-(f) are same as (a)-(b), but for total precipitation (convective plus large-scale) and SAT, respectively. The black dots denote the field significance, while the cyan dots the 5% local significance. The black contours in (a-b) denote the climatological mean U850 (contour interval of 4 m/s, solid contours for positive values and dashed contours for negative values).

c. Modulation by AMV and IPV states

The macro-perturbations of the ocean initial conditions in our experiments allow us to investigate whether certain AMV and IPV combined states affect the coupled stratosphere-troposphere response to sea-ice loss and subsequent impacts on near-surface climate. We combine the two 100-member ensemble atmospheric responses for the strong and weak SIC forcing cases initialized with the AMV+/IPV- state to increase the ensemble size to 200 (and
similarly for the AMV-/IPV+ state), because almost no 5% significant difference between
ensemble mean responses for strong and weak forcings can be found with only 100 ensemble
members, consistent with the threshold in Figure 3. To validate the mixture of the strong and
weak responses and the linear additivity, we compare the two sets of circulation responses. The
spatial distributions of them are largely similar (Figs. S8-S10). Thus, we interpret the 200
member-combined response as the “median” response.

Figures 7a and b show the ensemble-mean polar cap Z responses to sea-ice loss under the
AMV+/IPV- and AMV-/IPV+ states, respectively. The AMV+/IPV- state gives rise to a
statistically robust downward migration during late December and January (Fig. 7a), whereas the
AMV-/IPV+ state does not. Neither state exhibits clear upward migration of tropospheric signals
to the stratosphere in November and early December. We also look at the difference between the
ensemble-mean polar cap Z responses under AMV+/IPV- and AMV-/IPV+ states (Fig. 7c) to
investigate the responses that are distinct in the two different oceanic background states. No
statistically significant difference occurs in the stratosphere between November and most of
March, except for a broad lowering between late January and early February. However, here are
more significant signals in the lower troposphere, suggesting the modulation effect particularly
matters in the lower troposphere in a sense of polar-cap average. However, the polar-cap
averages could overlook the spatial structure of stratospheric and tropospheric responses and
their coupling. Thus, we next investigate the modulation by AMV and IPV states of the spatial
patterns of Z50, Z500, and SLP responses to sea-ice loss (Fig. 8).
FIG. 7. Evolution of polar cap-averaged $Z$ response to Arctic sea ice loss from September 1st to April 1st of the following year under (a) AMV+/-IPV- and (b) AMV-/IPV+ states. Here, the responses to strong and weak sea ice forcings are combined. (c) The difference between (a) and (b). The black contour lines denote the field significance, while the cyan contour lines the 5% local significance.
The AMV+/IPV- state produces two extended Z50 ridge patterns over the North Atlantic and northeastern Europe (Fig. 8a), which descend to 500 hPa (Fig. 8d) and to the near-surface level to affect SLP (Fig. 8g). However, the SLP responses over Siberia are statistically insignificant. The SLP responses are also less significant than Z500 or Z50 over the North Atlantic, indicating that the signals become less robust and weaker in the near-surface than in the middle troposphere and stratosphere. The AMV-/IPV+ state gives rise to SLP responses with more statistical significance in the North Atlantic (Fig. 8h), which resemble the negative NAO pattern, and extend to middle troposphere at 500 hPa (Fig. 8e) and lower stratosphere (Fig. 8b).

Corresponding U850 and total precipitation are shown in Figure 9, which also indicates that the SAT response is not strongly modulated by AMV/IPV states, with similar SAT responses localized to the regions of maximum sea ice loss (Figs. 9g and h), and differences that are primarily significant over the North Atlantic subpolar gyre, consistent with a positive AMV state.

The response difference plots with statistical significance reveal that the most critical circulation response associated with different oceanic background state resides in the North Atlantic sector particularly in the middle and lower troposphere (Figs. 8f and i). The AMV+/IPV- state tends to produce stronger Z500 and SLP in the North Atlantic, along with slightly northward shift and strengthening of Atlantic jet (Fig. 9c) and reduced precipitation west of Spain (Fig. 9f). The North Atlantic, thus, is the key region where different oceanic background state could effectively modulate the atmospheric responses to Arctic sea-ice loss.
FIG. 8. January Z50 (a)-(b), Z500 (d)-(e), and SLP (g)-(h) responses to sea-ice forcing during AMV+/IPV- and AMV-/IPV+ states, respectively. (c) the difference between (a) and (b). (f) the difference between (d) and (e). (i) the difference between (g) and (h). Here, the responses to strong and weak sea ice forcings are combined. The black dots denote the field significance, while the cyan dots the 5% local significance.
FIG. 9. January U850 (a)-(b), total precipitation (d)-(e), and SAT (g)-(h) responses to sea-ice forcing during AMV+/IPV- and AMV-/IPV+ states, respectively. (c) the difference between (a) and (b). (f) the difference between (d) and (e). (i) the difference between (g) and (h). The values in panel (i) are multiplied by a factor of 3 to better illustration. Here, the responses to strong and weak sea ice forcings have been combined. The black dots denote the field significance, while the cyan dots the 5% local significance. The black contours in (a-b) denote the climatological mean U850 (contour interval of 4 m/s, solid contours for positive values and dashed contours for negative values).
**d. Model dependence**

Although the sequence and processes of stratosphere-troposphere coupling and surface climate impacts forced by Arctic sea-ice loss are dynamically feasible and statistically significant in CESM2-WACCM6, they could differ in other climate models, as suggested in previous studies (e.g., Screen et al. 2018; Smith et al. 2019). We thus consider another set of simulations produced with IPSL-CM6A-LR, which follow the same PAMIP protocol (Simon et al. 2022). In this model, the stratosphere-troposphere coupling and the enhanced polar cap $Z$ are also clearly detected under strong sea-ice forcing, but the polar cap $Z$ perturbation in the stratosphere peaks during February (Fig. 10a), much later than the December peak in CESM2-WACCM6 (Fig. 4a). There is also no evidence of stratosphere-troposphere coupling under the weak sea-ice forcing (Figs. 10b). Therefore, the temporal evolutions of the stratosphere-troposphere coupling forced by sea-ice loss is subject to substantial model dependence, possibly due to different mean states or seasonality of stratospheric and tropospheric circulations.

We also repeat our random resampling analysis for the IPSL model. Figure 10c shows the distributions of resampled ensemble-means of $Z_{10}$ for the strong and weak sea-ice forcing cases. The strong sea-ice forcing results in an 83 m increase in $Z_{10}$, with 99% of the resamples larger than zero (the red distribution in Fig. 10c). As the 2xSD of the resamples is 66.8 m, the signal-to-noise ratio is 1.24, slightly larger than the ratio 1.18 for strong sea-ice forcing in CESM2-WACCM6. We also find that the minimum ensemble size needed for the 2xSD lower bound to be larger than zero is 133 (Fig. 10d), which is very close to the value of 138 from CESM2-WACCM6. This confirms that, in order to emerge beyond the level of internal variability at the 5% significance level, the stratospheric signal under strong sea-ice forcing requires about 140 members in both models. As noted above, the stratospheric response under weak sea-ice forcing is small and lacks statistical significance in IPSL-CM6A-LR (the green distribution in Fig. 10c), with a signal-to-noise ratio of only 0.07.
FIG. 10. As in Figure 4 but using IPSL-CM6A-LR. Note that (c) and (d) are based on February Z10 responses (indicated by dashed yellow lines in (a) and (b), respectively).

The spatial distributions of the February Z50, Z500, and SLP responses simulated by IPSL-CM6A-LR are shown in Figure 11. The coupled stratosphere-troposphere response occurs mostly within the Arctic Circle under strong sea-ice forcing (Figs. 11a and c), different from that simulated by CESM2-WACCM6 where it occurs mainly over the North Atlantic sector (Figs. 5a and c). Moreover, the coupled response does not descend to the near-surface as no statistically significant SLP responses appear (Fig. 11e). Correspondingly, the U850 and precipitation responses are not robust (Figs. 12a and c). Like CESM2-WACCM6, the SAT responses are localized to the areas of maximum sea-ice loss (Fig. 12e). Under the weak SIC forcing, no clear stratosphere-troposphere coupled response occurs (Figs. 11b, d, and f) and no robust near-surface climate responses exist (Figs. 12b, d, and f).
FIG. 11. As in Figure 5 but using IPSL-CM6A-LR and for February.
FIG. 12. As in Figure 6 but using IPSL-CM6A-LR and for February.
4. Discussion

The results presented in this study support previous findings that Arctic sea-ice loss can influence midlatitude surface climate via a stratospheric pathway (Jaiser et al. 2013; Cohen et al. 2014; Kim et al. 2014; Jaiser et al. 2016; Nakamura et al. 2016; Ruggieri et al. 2016). However, some aspects warrant further discussion. The first issue relates to the methodology used to constrain sea-ice in coupled model experiments, as the PAMIP protocol did not require a unified approach, and different methods may produce varied results as suggested based on idealized model configurations (England et al. 2022). In our CESM2-WACCM6 simulations, we utilize a nudging technique to constrain the sea-ice condition toward the PAMIP target. However, this sea-ice nudging technique has been suggested to produce a spurious warming over the Northern Hemisphere in both idealized models and GCMs that may cause an overestimation of the climate responses to sea-ice loss (England et al. 2022). In addition, varying sea-ice thickness can contribute to recent Arctic warming (Gerdes 2006; Lang et al. 2016; Labe et al. 2018), but sea-ice thickness was constrained to be 2 m in our experiments, as specified in the PAMIP protocol. It is noted that the IPSL-CM6A-LR only constrains SIC, not SIV. This could lead to a different sea-ice thickness profile from that of CESM-WACCM6, and contribute to the different degree of Arctic warming. In addition, several recent studies showed that the stratospheric polar vortex could also directly affect the Arctic sea ice, allowing for two-way interactions between the stratospheric vortex and sea ice (e.g., Smith et al. 2018; Kelleher et al. 2020; Zhang et al. 2022). In our simulations, as the sea-ice condition is nudged, this effect cannot be included. Further modelling efforts are needed to improve our understanding of this aspect and its contribution to mid-latitude circulation changes.

The next issue pertains to the influence of internal variability, i.e. the signal-to-noise ratio. In particular, Sun et al. (2022) showed that two different 100-member ensemble averages of stratospheric (10 hPa) zonal-mean zonal wind response to PAMIP sea-ice forcing can be of opposite sign, because the signal-to-noise ratio in their experiment was very small. In our CESM2-WACCM6 simulations with the signal-to-noise ratio of 1.18 for December Z10 in response to the strong sea-ice forcing, we do not find such stark contrast between the first (dotted vertical line in Fig. 4c) and second (solid vertical line in Fig. 4c) 100-member averages of the December Z10 stratospheric response, both of which lie close to the 200-member average, and indeed within one standard deviation of the full distribution. We also calculate the middle 100-
member (i.e., 51 to 150 members) average (dashed vertical line in Fig. 4c), and it is again close to the 200-member average. While the IPSL-CM6A-LR simulations show a wider range between the discrete 100-member averages of February Z10 (vertical lines in Figure 10c), they are still not as extreme as in Sun et al. (2022), because the IPSL-CM6A-LR simulations had the signal-to-noise ratio of 1.24 for February Z10. Moreover, Sun et al. (2022) analyzed atmosphere-only simulations, which do not allow two-way coupling between the atmosphere, ocean, and sea ice. Previous studies have indicated that including atmosphere-ocean dynamical coupling can amplify the atmospheric response to Arctic sea-ice loss (Deser et al. 2015, 2016), and therefore, enhance the signal-to-noise ratio. Also, Sun et al. (2022) used CAM6 with low-top configuration, in which the frequency of sudden stratospheric warming events is underestimated (Ayarzagüena et al. 2020), whereas both CESM2-WACCM6 and IPSL-CM6A-LR have a high-top configuration. In addition, Smith et al. (2022) reported that, by looking into multi-model means in December-January-February, weak but reduced EP fluxes appear. This is different from our single-model results in a December or February, and deserves further analysis to uncover the essential reason.

Compared with observation/reanalysis data-based studies, our modelling results show apparent discrepancies in time and space. For example, Kim et al. (2014) and Romanowsky et al. (2019) used reanalysis data to show that the largest stratospheric response occurs in January and February, later than the stratospheric response of our CESM2-WACCM6 simulations, which already emerges in December. Also, Furtado (2019) found that blocking in the Ural Mountain and Scandinavia was a tropospheric precursor of stratospheric response. However, no such patterns present in our simulations, instead only reduced SLP over the pan-Arctic domain emerges. Therefore, it would be important to understand why these spatiotemporal discrepancies between observations/reanalysis data and GCM simulations occur.

Lastly, previous modeling studies showed that an AMV+ state tends to give a negative NAO-like response pattern during boreal winter (Peings and Magnusdottir 2016; Elsbury et al. 2019; Kwon et al. 2020). Instead, comparing January-February SLP responses in our AMV+/IPV- and AMV-/IPV+ ensemble means, the former produces less coherent negative NAO-like pattern in response to sea-ice decrease than the latter (c.f., Figs. 8a-b). This is likely caused by a more southerly eddy-driven jet position, which is associated with the NAO negative phase preferred by the AMV+ state, inhibiting a strong midlatitude tropospheric circulation.
response to the sea-ice decline (Smith et al. 2017). It is also possibly due to the concurrent impacts of AMV+ and IPV-, which leads to positive and negative NAO-like patterns, respectively (Elsbury et al. 2019). Thus, the negative NAO signal from AMV+ may be somewhat offset by that from IPV- in the AMV+/IPV- case. In addition, we cannot rule out the non-linear interplay between AMV and IPV and the associated impact on the stratospheric and tropospheric responses (e.g., Davini et al. 2015; Ruprich-Robert et al. 2017; Sun et al. 2017; Elsbury et al. 2019; Meehl et al. 2021. It is also noted that our calculation of AMV index could introduce spurious climatic responses (Frankignoul et al. 2017; Deser et al. 2023). Whether or not this artificial effect can influence the atmospheric responses to Arctic sea-ice loss deserves further investigation.

5. Summary

This study uses the high-top CESM2-WACCM6 coupled model, for the first time, to conduct time-slice experiments following the PAMIP protocol (Smith et al. 2019), different from previous studies which used atmosphere-only models (e.g., Xu et al. 2021; Zhang and Screen 2021; Sun et al. 2022). The sea-ice conditions are constrained to preindustrial, present, and future states throughout a 14-month integration period in order to examine the large-scale circulation responses in the stratosphere and troposphere under varying strengths of Arctic sea-ice loss. We consider the difference between the future and preindustrial runs as the response under strong sea-ice forcing, while that between the future and present runs as the response under weak sea-ice forcing. We focus on the stratospheric response and the subsequent near-surface impacts: that is, the so-called stratospheric pathway linking Arctic climate change to midlatitude impacts. As recent studies found that the recommended ensemble size in the PAMIP protocol (100 members) is too small to robustly distinguish the signal from sea ice forcing from the noise of internal variability (e.g., Labe et al. 2019; Liang et al. 2020; Peings et al. 2021; Sun et al. 2022), we have enlarged our set of simulations to 200 members. To investigate whether different background ocean states can modulate aspects of the response to Arctic sea-ice loss, we initialized half of the ensemble members, i.e., 100 members, with AMV+/IPV- state and the other half with the AMV-/IPV+ SST patterns.

Following the classic framework to analyze stratosphere-troposphere coupling (Baldwin and Dunkerton 2001), we have shown that Arctic sea-ice loss produces significant precursor SLP
structures during November with decreased values over the Arctic Ocean and increased values over North Atlantic and Eurasia, together with enhanced upward wave activity into the stratosphere. Via wave-mean flow interaction, the resultant wave-drag weakens the stratospheric polar vortex and elevates the polar cap geopotential height in December. Then, in January-February, the perturbed stratospheric circulation gradually migrates downward to the lower troposphere with a negative NAO-like pattern and an enhanced ridge near the Ural Mountains, affecting the magnitude and location of the tropospheric eddy-driven jet and precipitation in Eurasia. The stronger the sea-ice forcing, the greater the stratosphere-troposphere responses (e.g., polar cap Z and negative NAO) and the broader their spatial extents (e.g., high SLP extending into central China).

In light of the low signal-to-noise of the simulated response to Arctic sea-ice loss (e.g., Labe et al. 2019; Liang et al. 2020; Peings et al. 2021; Sun et al. 2022), we use a random sampling technique to robustly quantify the effect of internal variability on the stratospheric response in December, when the response reaches its peak in our CESM2-WACCM6 simulations. We show that the ensemble-mean Z10 response is twice as large under strong sea-ice forcing than weak sea-ice forcing. On the other hand, the amplitude of internal variability, measured by two standard deviations of the probability density function of December polar cap Z10, is not substantially affected by the magnitude of sea-ice loss: hence, the signal-to-noise ratio of the response increases by approximately a factor of two (1.18 vs 0.66) under strong vs. weak sea-ice forcing. We also find that 130-140 members are needed to distinguish the stratospheric response from the noise of internal variability with 95% confidence for strong sea-ice forcing, while 200 members do not suffice for weak sea-ice forcing. A similar ensemble size requirement is found for the experiments with IPSL-CM6A-LR in the strong sea-ice forcing case.

To investigate whether AMV and IPV states modulate the response to sea ice loss, which is the major novelty of this study, we combine the 100 members of the weak and strong sea-ice forcing cases to obtain a total of 200 members under the AMV+/IPV- and AMV-/IPV+ states. In the sense of polar-cap average, the AMV+/IPV- state favors downward migration of stratospheric responses to the near-surface during late December and January, while the AMV-/IPV+ shows less coupling between the stratosphere and troposphere but stronger tropospheric responses. The surface impacts in January modulated by AMV and IPV states are apparent in the North Atlantic sector, manifested as the negative NAO-like circulation pattern in middle and
lower troposphere, precipitation decrease, and weakened or shifting of Atlantic jet stream. The AMV+/IPV- state tends to shift the weakened jet stream toward northern Europe. On the other hand, varying AMV and IPV states do not seem to strongly modulate the near-surface temperature response to sea ice loss. It is noted that more ensemble members are appreciated for the weak and strong cases to confirm the above findings, based on the mixture of the two, are robust.

We also considered parallel sets of PAMIP experiments with the IPSL-CM6A-LR coupled model to investigate if stratosphere-troposphere coupling forced by Arctic sea-ice loss is model-dependent. The maximum stratospheric response simulated by IPSL-CM6A-LR occurs in February instead of December as in CESM2-WACCM6. The stratospheric responses with IPSL-CM6A-LR only descend to middle troposphere, but not to the near-surface, distinct from stronger stratosphere and near-surface coupling simulated by CESM2-WACCM6. Model dependence requires further studies, as the timing of the strongest stratospheric response and the extent of stratosphere-troposphere coupling are different in the two models.

Taken together, our findings support the notion that Arctic sea-ice loss is capable of influencing midlatitude climate via a stratospheric pathway on seasonal timescales, although the simulated circulation responses have a relatively low signal-to-noise ratio and require strong sea-ice forcing (and large ensemble sizes) to be detectable. Our findings further highlight that modulations by the background oceanic mean state and model dependence need to be taken into account.
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