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ABSTRACT: Single-forcing large ensembles are a relatively new tool for quantifying the contributions of different an-
thropogenic and natural forcings to the historical and future projected evolution of the climate system. This study introdu-
ces a new single-forcing large ensemble with the Community Earth System Model, version 2 (CESM2), which can be used
to separate the influences of greenhouse gases, anthropogenic aerosols, biomass burning aerosols, and all remaining forc-
ings on the evolution of the Earth system from 1850 to 2050. Here, the forced responses of global near-surface temperature
and associated drivers are examined in CESM2 and compared with those in a single-forcing large ensemble with CESM2’s
predecessor, CESM1. The experimental design, the imposed forcing, and the model physics all differ between the CESM1
and CESM2 ensembles. In CESM1, an “all-but-one” approach was used whereby everything except the forcing of interest
is time evolving, while in CESM2 an “only” approach is used, whereby only the forcing of interest is time evolving. This ex-
perimental design choice is shown to matter considerably for anthropogenic aerosol-forced change in CESM2, due to state
dependence of cryospheric albedo feedbacks and nonlinearity in the Atlantic meridional overturning circulation (AMOC)
response to forcing. This impact of experimental design is, however, strongly dependent on the model physics and/or the
imposed forcing, as the same sensitivity to experimental design is not found in CESM1, which appears to be an inherently
less nonlinear model in both its AMOC behavior and cryospheric feedbacks.
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1. Introduction
Historically, Earth’s climate system has evolved under a

mixture of natural and anthropogenic forcings, and it will con-
tinue to do so moving forward. A common approach that is
used to disentangle and understand the relative contributions
of such forcings to the evolution of the climate system is to
perform Earth system model (ESM) experiments in which
only some forcings are evolving in time while others are held
fixed. These experiments, which we will refer to as single forcing
experiments even though they may be used to isolate the influ-
ence of multiple forcings at once, are most informative when a
relatively large number of ensemble members are available,
such that the forced signal can be isolated from the internal
variability (e.g., Deser et al. 2020a). Many modeling centers
have performed single-forcing experiments under the coordi-
nated framework of the Detection and AttributionModel Inter-
comparison Project (DAMIP; Gillett et al. 2016) as part of the
Coupled Model Intercomparison Project (CMIP), and their
utility has been recognized by the World Climate Research

Programme through emphasis on single-forcing large ensembles
as part of the Lighthouse Activity on Explaining and Predicting
Earth System Change (Smith et al. 2022).

Single-forcing experiments have been a core component of
Intergovernmental Panel on Climate Change (IPCC) reports
and have been used to conclude that human influence has un-
equivocally warmed the climate (IPCC 2021; Gillett et al.
2021). Beyond this, they have been used to investigate the
wide-ranging impacts of individual forcings on various aspects
of the climate system. These include the global patterns of
surface temperature and precipitation anomalies induced by
greenhouse gas versus aerosol forcing (Deser et al. 2020b; Shi
et al. 2022); the influence of aerosol forcing on precipitation
in the Sahel region (Dong et al. 2014; Giannini and Kaplan
2019; Hirasawa et al. 2020; Zhang et al. 2021) and other mon-
soon regions of the world (Li et al. 2018; Undorf et al. 2018;
Monerie et al. 2022); the influence of ozone-depleting sub-
stances and greenhouse gases on precipitation over Australia
(Delworth and Zeng 2014); assessment of the aerosol-forced
contribution to trends in the Pacific Ocean (Allen et al. 2014;
Dittus et al. 2021); assessment of the counteracting influence
of greenhouse gases and aerosols on Arctic sea ice (Mueller
et al. 2018) and Arctic temperatures (England et al. 2021); the
impacts of individual forcings on the North Atlantic Ocean
circulation (Watanabe and Tatebe 2019; Dagan et al. 2020;
Baek et al. 2022) and global sea level rise (Fasullo et al. 2020);
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the impacts of land cover change and irrigation on surface
temperature and precipitation (Singh et al. 2018); and the im-
pact of individual forcings on various other aspects of the hy-
drological cycle and extreme weather (Chiang et al. 2021;
Pendergrass et al. 2019; Bonfils et al. 2020; Seong et al. 2021;
Touma et al. 2021). Single-forcing experiments can also pro-
vide a useful test bed for exploring model sensitivity to differ-
ences in imposed forcings (e.g., Fyfe et al. 2021) or for
intercomparing the response to forcings among models (e.g.,
Menary et al. 2020; Dittus et al. 2021).

In the design of single-forcing experiments, choices must be
made. Under the DAMIP protocol, the forcing of interest is
evolving in time while all others are held fixed at preindustrial
values; this is referred to as the “only” method, hereafter. An-
other option is to evolve all forcings in time except the one of
interest and determine that forcings influence by differentiat-
ing this experiment from an all-forcing simulation, referred to
as the “all-but-one” method, hereafter; this was the choice
made for the single-forcing large ensemble with the CESM1
model. There is also a choice as to the year at which forcings
are held fixed; DAMIP fixes them at 1850, while the CESM1
single-forcing large ensemble fixed them at 1920. Whether
these various design choices will produce the same answer
about a forcing’s influence will depend on whether there are
substantial nonlinearities or state dependencies in the system,
and prior results have been mixed as to whether this is the
case. Meehl et al. (2004) found the global mean temperature
response to forcings was approximately linearly additive,
while Feichter et al. (2004) and Ming and Ramaswamy (2009)
found that it was not. A more recent study by Deng et al.
(2020) assessed additivity of the response of greenhouse gases
and aerosols in time-slice experiments with CESM1. They
found that for global mean temperature, the influence of
these forcings were approximately linearly additive, but for
other features, such as autumn Arctic sea ice cover and East
Asian precipitation, nonlinearities did exist.

Here, we present a new single-forcing large ensemble with
the Community Earth System Model, version 2 (CESM2).
The aims of this study are twofold: 1) to introduce this new
dataset that researchers can use to further probe the impacts
of individual forcings on the evolution of the Earth system ac-
cording to this model and 2) to understand differences in the
global mean temperature and radiative responses between this
single-forcing large ensemble and its predecessor [the CESM1
single-forcing large ensemble (Deser et al. 2020b)]. With regard
to the second goal, we find substantial differences in the anthro-
pogenic, aerosol-forced, global mean, near-surface air tempera-
ture evolution between the CESM1 and CESM2 ensembles.
Three factors have the potential to contribute to this: differences
in imposed aerosol emissions, differences in model physics, and
differences in the experimental design. Here, we use additional
targeted experiments to attempt to isolate the relative role of
the experimental design and, while this will be shown to have an
influence, its impact is found to be sensitive to model physics
and/or imposed forcings. The models, experimental design, and
methods are described in section 2. In section 3, we compare
the global mean surface air temperature (GMST) response be-
tween the CESM2 and CESM1 single-forcing large ensembles

and reveal a substantial difference in the aerosol-forced re-
sponse. In section 4, we then explore the influence of experi-
mental design on the aerosol-forced GMST change in the
CESM2 single-forcing large ensemble and follow this with a
comparison to CESM1 in section 5. Discussion and conclu-
sions are provided in section 6.

2. Models, experiments, and methods

a. CESM2 and its single-forcing experiments

1) THE MODEL

CESM2 is the latest generation Earth system model devel-
oped by the U.S. National Center for Atmospheric Research
in collaboration with others (Danabasoglu et al. 2020). The
default configuration of CESM2, which was used to contribute
experiments to CMIP6 (Eyring et al. 2016), simulates the
global coupled Earth system at approximately 18 horizontal
resolution. The atmospheric component is the Community
Atmosphere Model, version 6 (CAM6; Bogenschutz et al.
2018) with a model top at ;40 km and 32 layers in the verti-
cal. It is coupled to the Parallel Ocean Program, version 2
(POP2), ocean model (Smith et al. 2010; Danabasoglu et al.
2012), the Community Land Model, version 5 (CLM5;
Lawrence et al. 2019), and the Community Ice Code, version 5
(CICE5; Hunke et al. 2015), and all the simulations in this
study have fixed ice sheets. We refer readers to Danabasoglu
et al. (2020) for more details and to the following studies for
evaluation of various aspects of CESM2: Lawrence et al.
(2019) for the representation of land surface processes; Simpson
et al. (2020) for the large-scale atmospheric circulation and its
variability; Meehl et al. (2020) for the representation of mon-
soons; Capotondi et al. (2020) for the representation of Pacific
sea surface temperature variability; and, DuVivier et al. (2020)
for the representation of sea ice. In this description, we focus on
the aspects of CESM2 that are of particular relevance to the
single-forcing large ensemble.

Within CESM2 with CAM6, atmospheric greenhouse gas
concentrations are prescribed as monthly time-evolving global
concentrations. Aerosol forcing is introduced into the model
via emissions of black carbon (BC), particulate organic matter
(POM), sulfur dioxide (SO2), sulfate (SO4), and secondary or-
ganic aerosol precursor gas (SOAG). In CAM6, the aerosol
scheme is the four-mode Modal Aerosol Module (MAM4;
Liu et al. 2016). This consists of a very simple secondary or-
ganic aerosol scheme that does not include the oxidation of
volatile organic compounds, and it is not interactively coupled
to biogenic emissions (Tilmes et al. 2019). For carbonaceous
aerosols, compared to its predecessor (MAM3; Liu et al.
2012), MAM4 contains an additional primary accumulation
carbonaceous aerosol mode to allow for an explicit treatment
of the microphysical aging of primary carbonaceous aerosols.
Hydrophobic BC and POM are emitted into this fourth
primary aerosol mode, where they do not activate cloud con-
densation nuclei (CCN) and cannot be removed by wet depo-
sition. Over time (on the order of 2–3 days) they move into
the hydrophilic accumulation mode, where they are available for
cloud-droplet activation as CCN and also participate in wet
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deposition. This explicit treatment of the aging of carbonaceous
aerosol in MAM4 compared to MAM3, where ageing was in-
stantaneous, has the overall effect of increasing the lifetime and
subsequent burdens of BC and POM (Liu et al. 2016, and also
discussed in the appendix). The cloud microphysics scheme is
version 2 of the Morrison–Gettelman scheme (MG2; Gettelman
and Morrison 2015), which, unlike its predecessor in CESM1,
now includes dependence of mixed-phase immersion freezing ice
nucleation on aerosols, that is, dust aerosol acts as ice-nucleating
particles on which supercooled liquid water or vapor can freeze.
CAM6 does not have a prognostic representation of strato-
spheric or tropospheric ozone or volcanic aerosol; therefore,
these forcings are prescribed.

In CLM5, each grid cell is composed of multiple land units
(vegetated, lake, urban, glacier, and crop), and each land unit
has a specified number of columns, which are then divided up
into multiple patches. These patches contain a plant functional
type (PFT) or crop functional type (CFT), which is prescribed
through a land-use time-series file. Land-use and land-cover
change can, therefore, be introduced through specified evolution
of the PFTs and CFTs within each land unit and/or by varying
the fractional area covered by the land-unit components, which
allows transitions between natural vegetation, crop, and glacier
land units (a new feature within CLM5). The land-use time-series
specification also determines the soil texture, wood harvest, in-
dustrial nitrogen fertilizer application amounts, and the area of
the land surface equipped for irrigation. Irrigation is applied dy-
namically within the model to the irrigation-equipped area and is
applied to achieve a target soil-moisture level (Lombardozzi et al.
2020). When using biogeochemistry mode (as in the experiments
here), leaf area index and canopy height are predicted by the
model. While CLM5 includes the simulation of fire internally,
the current default is that this does not produce emissions that
are seen by the atmosphere. Instead, biomass-burning emissions
to the atmosphere are prescribed from forcing datasets.

2) FORCINGS AND EXPERIMENTS

The CESM simulations used in the following analysis are
summarized in Table 1. The baseline ensemble for the
CESM2 single-forcing large ensemble is the second set of

50 members of the CESM2 large ensemble (Rodgers et al. 2021).
The CESM2 large ensemble, referred to hereafter as LENS2,
is a 100-member ensemble of simulations run under CMIP6
historical forcings between 1850 and 2014 and forcings of the
Shared Socioeconomic Pathway 3–7.0 (SSP3–7.0; Meinshausen
et al. 2020) thereafter. A mixture of macro and micro initializa-
tion strategies were used to introduce ensemble spread, where
macro refers to initializing each model component from differ-
ent years of the CESM2 preindustrial control, and micro refers
to introducing ensemble spread through a round-off level per-
turbation applied to the initial atmospheric potential tempera-
ture field. The first and second set of 50 members of LENS2
are run with different biomass-burning aerosol emissions over
the period 1990–2020 (see Rodgers et al. 2021). The first
50 members of LENS2 use the default CMIP6 biomass-burning
aerosol dataset, which contains higher levels of interannual
variability during 1997–2014 compared to earlier and later
periods, due to the inclusion of satellite-derived emissions. To
avoid these artificial discontinuities in biomass-burning aerosol
variability, which has been shown to cause a rectified climate
response in some regions (Fasullo et al. 2021; DeRepentigny
et al. 2022), the second set of 50 members of LENS2 was run
with a smoothed (11-yr running mean) version of the biomass-
burning dataset, which alters the emissions from 1990 to 2020.
All of the CESM2 single-forcing large-ensemble experiments
use the smoothed biomass burning emissions dataset and are
compared with the corresponding second 50-member set of
LENS2 simulations (see Fig. 1 in the online supplemental
material for a comparison of the smoothed and default CMIP6
biomass-burning emissions).

As summarized in the top portion of Table 1, the CESM2
single-forcing large ensemble consists of four subensembles of
15 members each that run from 1850 to 2050 following the
“only” approach, where only the forcing(s) of interest are
evolving in time and others are held fixed at 1850s values. The
four subensembles are 1) the greenhouse gas ensemble (GHG2);
2) the anthropogenic aerosol ensemble (AAER2); 3) the biomass-
burning aerosol ensemble (BMB2), and the “Everything
Else” ensemble (EE2); the number 2 in each acronym refers
to CESM2. The ensemble members differ through a macro

TABLE 1. Summary of CESM experiments. The presence of a “1” or “2” in the experiment name indicates the simulation was
performed with CESM1 or CESM2, respectively.

Name Period Model
No. of

members Description

LENS2 1850–2100 CESM2 50 All forcings evolving. CMIP6 Historical and SSP3–7.0, but with smoothed BMB
AAER2 1850–2050 CESM2 15 Only anthropogenic aerosols evolving; other forcings fixed at 1850
GHG2 1850–2050 CESM2 15 Only greenhouse gases evolving; other forcings fixed at 1850
BMB2 1850–2050 CESM2 15 Only biomass burning emissions evolving; other forcings fixed at 1850
EE2 1850–2050 CESM2 15 Forcings other than AAER, GHG, and BMB evolving. AAER, GHG, and BMB fixed at 1850s

LENS1 1920–2100 CESM1 40 All forcings evolving; CMIP5 Historical and RCP8.5 forcings
XAAER1 1920–2080 CESM1 20 All forcings evolving except anthropogenic aerosols, which are kept fixed at 1920s levels
XGHG1 1920–2080 CESM1 20 All forcings evolving except greenhouse gases, which are kept fixed at 1920s levels
XBMB1 1920–2030 CESM1 15 All forcings evolving except biomass burning, which is kept fixed at 1920s levels

XAAER2 1920–2050 CESM2 3 All forcings evolving except anthropogenic aerosols, which are kept fixed at 1920s levels
AAER1 1850–2050 CESM1 3 Only anthropogenic aerosols evolving; other forcings fixed at 1850

S I M P S ON E T A L . 56891 SEPTEMBER 2023

Unauthenticated | Downloaded 12/09/24 06:31 PM UTC



initialization, that is, they are initialized from different
years of the preindustrial control simulation (the same years
as members 1–10 and 91–95 of LENS2) to minimize any
effects of ocean persistence on ensemble spread from the
beginning of the run. In GHG2, only greenhouse gas con-
centrations are evolving in time and all other forcings are
held fixed at their 1850s values. Figure 1a shows the time
evolution of two of the important greenhouse gases (CO2 and
CH4), and others can be seen in supplemental Fig. 2. In
AAER2, only anthropogenic aerosol emissions are evolving
in time. Here, we use the term anthropogenic aerosols to refer
to industrial-, agricultural-, domestic-, and transport-related
emissions and acknowledge that this is not all anthropogenic
emissions, because it does not include anthropogenic influen-
ces on biomass burning (e.g., van Marle et al. 2017). The
global emissions of three of the main aerosols or aerosol pre-
cursors (SO2, BC, and SO4) in the AAER2 ensemble are
shown in Fig. 1b, and others can be seen in supplemental
Fig. 3. In BMB2, only biomass-burning emissions are evolving
in time, with three of the main emissions sources shown in
Fig. 1c and others shown in supplemental Fig. 1. The transitions
in variance of biomass-burning emissions between the historical
portion, the smoothed 1990–2020 period, and then the subse-
quent SSP3–7.0 projection period are quite apparent, and this
should be improved upon in any emissions datasets that are
developed in the future. All other forcings, aside from those
that are time evolving in GHG2, AAER2, and BMB2 are
time evolving in the EE2 ensemble. Some of the main forc-
ings that are evolving in this ensemble are the solar insolation
(Fig. 1d, black line), the stratospheric volcanic aerosol (Fig. 1d,
red line), stratospheric and tropospheric ozone [Fig. 1e for the

Southern Hemisphere (SH) stratospheric ozone], and land-use
and land-cover change (Fig. 1f). The stratospheric volcanic
aerosol and tropospheric and stratospheric ozone concentra-
tions are derived from the average of a three-member ensemble
of simulations with the Whole Atmosphere Community Climate
Model, version 6 (WACCM6; Gettelman et al. 2019), also run
under historical and SSP3–7.0 forcings. This choice was made
for all CESM2 experiments to limit forcing differences between
CESM2 and CESM2-WACCM, and, given the similarity be-
tween CESM2 and CESM2-WACCM in the troposphere and
lower stratosphere, the CESM2-WACCM ozone and volcanic
aerosol fields will be more consistent with the model dynamics
and atmospheric structure than the CMIP6 forcing datasets.
Overall, each forcing is time evolving in one of these subensem-
bles, allowing the additivity of forcing contributions to be tested.

The CESM2 preindustrial control simulation is also used to
examine the behavior of the Atlantic Meridional Overturning
Circulation (AMOC). This simulation is run for 2000 years
under forcings that are representative of 1850s conditions, follow-
ing the CMIP6 protocol, and we use simulation years 400 to 2000.

b. CESM1 and its single-forcing experiments

1) THE MODEL

CESM1, released in 2010, is the previous generation of
CESM (Hurrell et al. 2013). It has been widely used, including
through the CESM1 large ensemble (Kay et al. 2015) and the
CESM1 single-forcing large ensemble (Deser et al. 2020b).
Between CESM1 and CESM2, major developments were un-
dertaken in the atmosphere and land components, in particu-
lar. The atmospheric component of CESM1 is CAM5 and this

FIG. 1. Annual means of selected forcings and their evolution in the single-forcing ensembles. (a) Global CO2 (left axis) and CH4 (right axis)
concentrations as they evolve in the GHG2 ensemble. (b) Global emissions of SO2 (left axis) and BC and SO4 (right axis) as they evolve
in the AAER2 ensemble. (c) Global emissions of SO2 and BC (left axis) and SO4 (right axis) as they evolve in the BMB2 ensemble.
Various forcings that evolve in the Everything Else ensemble: (d) solar insolation (left axis) and stratospheric AOD from the WACCM6
simulations that produced the volcanic aerosol forcing (right axis); (e) 70-hPa ozone concentration averaged over 608–908S; and (f) surface
area covered by various land-cover types (blue hatching shows the irrigated land surface area); note that bare ground is not shown.
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contains the older aerosol scheme, MAM3, which, as discussed
above, does not allow for the explicit treatment of the aging
of primary carbonaceous aerosols, although the representa-
tion of secondary organic aerosols is the same as in MAM4.
The cloud microphysics scheme is the first version of the
Morrison–Gettelman scheme (MG1; Morrison and Gettelman
2008), which does not relate mixed-phase immersion freezing
ice nucleation to aerosols. In CAM6, many other atmospheric
parameterizations underwent development, compared to CAM5.
For example, CAM5 uses an older-generation parameterization
of shallow convection and boundary layer turbulence compared
to CAM6, and it has a simpler representation of orographic drag.

The land component of CESM1 is CLM4 (Lawrence et al.
2011). As with the atmosphere, the CLM5 model component
of CESM2 contains major developments, compared to this
older model version. Major updates were performed on the
representation of soil and plant hydrology, snow density, river
modeling, carbon and nitrogen cycling, and crop modeling.
These updates, in general, lead to improvements in the repre-
sentation of many land surface processes in the newer gene-
ration of the model (Lawrence et al. 2019) with impacts on
the representation of climate variability (e.g., Simpson et al.
2022). Of relevance for the prescription of time-evolving forc-
ings, CLM4 does not allow for the time evolution of the frac-
tional area of each grid point covered by different land-cover
types, for example, it does not allow for transitions in the
weighting of natural vegetation versus crops within a grid cell,
just time evolution of the plant functional types within a given
land-cover type. It has a much simpler representation of crops
and it does not have a representation of irrigation.

2) FORCINGS AND EXPERIMENTS

Forcings within CESM1 are prescribed in a similar manner
to CESM2. Greenhouse gases are represented by prescribed
global surface concentrations, and aerosols are introduced
through emission sources. Solar variability is introduced through
variations in the total solar irradiance, time-evolving volcanic
aerosols and ozone concentrations are prescribed, and land-use
and land-cover change are introduced via time-evolving plant
functional types. CMIP5-era forcings are used in the CESM1 ex-
periments. Historical forcings are used prior to 2005, and forc-
ings of the Representative Concentration Pathway 8.5 (RCP8.5)
are used thereafter (Meinshausen et al. 2011; Lamarque et al.
2011). Much like for CESM2, the ozone forcing in the CESM1
experiments is prescribed based on WACCM simulations (in
this case, using WACCM4 and a two-member ensemble with a
10-yr running mean applied to each month of ozone forcing
separately). In CESM1, the volcanic aerosol forcing does not
come fromWACCM; rather, CMIP5 forcing is used.

As summarized in the second portion of Table 1, the baseline
ensemble for CESM1 is the CESM1 large ensemble (Kay et al.
2015), referred to as LENS1, hereafter. This is a 40-member
ensemble that runs from 1920 to 2100 in which all forcings are
evolving, with each member differing through a round-off
level perturbation introduced to the atmospheric potential
temperature field at initialization (micro initialization). The
CESM1 single-forcing large ensemble (Deser et al. 2020b)

consists of three subensembles of 15 or 20 members that use
the “all-but-one” method whereby all forcings are time evolv-
ing except the forcing of interest, which is held fixed at the values
for 1920. Ensemble spread is also introduced through micro ini-
tialization, and we refer to these subensembles as XFORCING,
where X denotes that FORCING is held fixed. In the XGHG1
ensemble, all forcings are evolving except greenhouse gases;
in the XAAER1 simulation, all forcings except anthropogenic
aerosols are evolving (again, by anthropogenic aerosols here
we do not include anthropogenic influences on biomass burning);
and, in the XBMB1 ensemble, all forcings except biomass
burning are evolving. The number 1 here denotes that these
are CESM1 simulations. The time evolution of the biomass-
burning emissions, greenhouse gas concentrations, and anthro-
pogenic aerosol emissions in CESM1 can be compared with
those in CESM2 in supplemental Figs. 1–3. Note that a fourth
ensemble was originally included in which all forcings except
land-use and land-cover change were evolving, but this dataset
has since been retracted due to an error. The XGHG1 and
XAAER1 ensembles extend from 1920 to 2080 and the XBMB1
ensemble extends from 1920 to 2030. Given that the “all-but-
one” approach is used, the influence of a given forcing must be
determined by taking the difference between LENS1 and the
XFORCING ensemble. And because not all forcings are repre-
sented within an XFORCING ensemble, a complete test of addi-
tivity cannot be performed.

Years 400–2200 of the CESM1 preindustrial control simula-
tion are also used. This simulation was run under forcings that
are representative of 1850s conditions, following the CMIP5
protocol.

c. Experimental-design sensitivity tests

As will be shown, substantial differences in the inferred re-
sponse to aerosol forcing are found between CESM1 and
CESM2. To test the influence of the method used, that is, “only”
versus “all-but-one”, we perform three-member ensembles of
an only anthropogenic aerosol experiment with CESM1, re-
ferred to as AAER1, and an “all-but-one” anthropogenic aero-
sol experiment with CESM2, referred to as XAAER2, as
summarized in the bottom portion of Table 1. In AAER1,
CESM1 is run with time-evolving anthropogenic aerosol
forcing from 1850 to 2050, with all other forcings held fixed
at 1850s values and members differing through micro initial-
ization. In XAAER2, CESM2 is run from 1920 to 2050, with
all forcings evolving except anthropogenic aerosols, which
are held fixed at those of 1920, and the members differ via
macro initialization.

d. Methods

We focus on the period 1920–2050, which is common to the
majority of CESM simulations (Table 1), and, unless other-
wise stated, we consider ensemble mean anomalies from the
1920–40 average, which is at the beginning of the CESM1 single-
forcing large ensemble. For CESM1, the influence of a given
forcing at a given time period is, therefore, given by the differ-
ence between LENS1 2 XFORCING at that time period and
LENS1 2 XFORCING averaged over 1920–40. For CESM2,
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the influence is simply given by the difference between that time
period and the average of 1920–40 for the single-forcing
ensemble.

To quantify uncertainty and statistical significance, a bootstrap-
ping approach is used whereby, within each ensemble, members
are randomly sampled with replacement and a new ensemble
mean is calculated. This is repeated 1000 times, and the uncer-
tainty range on anomalies for that ensemble is given by the
2.5th–97.5th-percentile range of those bootstrapped ensem-
ble means. For the three-member sensitivity tests, rather
than performing bootstrapping on the three-member ensem-
bles, we either compare them to uncertainty ranges on the
larger ensembles that are calculated by subsampling three
members with replacement, or we estimate uncertainty and
significance levels by bootstrapping equivalent sample sizes
from the respective preindustrial control, under the assump-
tion that the internal variability of the 1850s climate is repre-
sentative of that throughout the simulation.

3. Global mean surface air temperature evolution:
CESM2 versus CESM1

We begin by comparing the evolution of global mean
near surface (2-m) air temperature ([Ts], and we will use [x]
throughout to denote the global mean of variable x) between

the CESM2 single-forcing large ensemble and CESM1 single-
forcing large ensemble in Fig. 2. Recall that the CESM1 single-
forcing large ensemble does not have all forcing contributions
represented, as the equivalent of theEverythingElse ensemblewas
not performed. We, therefore, estimate the CESM1 Everything
Else contribution as the residual {LENS1 2 ((LENS1 2

XGHG1)1 (LENS12XAAER1)1 (LENS12XBMB1))}
for comparison with EE2. This can only be done out to 2030,
when the XBMB1 simulation ends and assumes linearity, which
may not be valid.

Figure 2a shows the time evolution of [Ts] for LENS2
(black line) and the contributions that are inferred to be due
to the different forcing components. This can be compared
with the equivalent for CESM1 in Fig. 2b. In both CESM1
and CESM2, greenhouse gases (red line in Figs. 2a and 2b)
act to increase [Ts], while anthropogenic aerosols (blue line in
Figs. 2a and 2b) act to decrease it. The role of biomass-burning
aerosols (brown line in Figs. 2a and 2b) in [Ts] evolution is fairly
minimal, while Everything Else (green line in Figs. 2a and 2b)
acts to cool the planet during the major volcanic eruptions of
the twentieth century (e.g., El Chichón in the early 1960s and
Pinatubo in the early 1990s) and to warm the planet relative
to 1920–40 throughout the first half of the twenty-first century
(most apparent in CESM2 where the EE contribution can
be examined beyond 2030). Exactly what is producing this

FIG. 2. Time evolution of global mean surface air temperature anomalies relative to the 1920–40 average for
(a) CESM2 and (b) CESM1 and their respective single-forcing large ensembles. For CESM1, the equivalent of Every-
thing Else has been estimated as a residual (green line) of the difference between LENS1 and the sum of the green-
house gas, anthropogenic aerosol, and biomass burning aerosol contributions. The solid purple line shows the sum of
the greenhouse gas and anthropogenic aerosol contributions; in (a), the dashed purple line shows the sum of all four
components (GHG2 1 AAER2 1 BMB2 1 EE2). (c) The greenhouse gas–forced anomalies for CESM1 and
CESM2 are reproduced for a more direct comparison. (d) As in (c), but for the anthropogenic aerosol contribution.
The shading uncertainty range is a 95% confidence interval on the ensemble mean calculated by bootstrapping mem-
bers with replacement.
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warming warrants further investigation, but it is potentially
related to the lack of large volcanic eruptions in the projected
future forcings (Fig. 1d, red line).

In the CESM1 single-forcing large ensemble, the capacity
for exploring additivity is limited, but we can see that the green-
house gas contribution inferred from LENS1 2 XGHG1 and
the anthropogenic aerosol contribution inferred from LENS1
2 XAAER1 approximately add up to the overall LENS1 [Ts]
anomalies (cf. black and purple in Fig. 2b). This, however, is
not true in CESM2 (cf. black and solid purple lines in Fig. 2a)
where the sum of the [Ts] anomalies in GHG2 and AAER2 fall
short of the LENS2 [Ts] anomalies from the late twentieth cen-
tury onward. Adding in the contributions from BMB2 and EE2
brings the sum a little closer to LENS2 (dashed purple line
in Fig. 2a), but a discrepancy still exists. It is clear from compari-
son of the relation between the solid purple and black lines in
Figs. 2a and 2b that the sum of the greenhouse gas and anthro-
pogenic aerosol contributions and how that relates to the all-
forcing signal differ considerably between CESM1 and CESM2.

The prescribed GHG concentrations are rather similar
between CESM1 and CESM2 over the period shown (supple-
mental Fig. 2), and a closer comparison of the GHG-forced
signals between CESM1 and CESM2 (Fig. 2c) reveals that
the GHG-forced [Ts] anomalies are also comparable between
CESM1 and CESM2. Note that this is not true locally, as GHG2
warms more than LENS1 2 XGHG1 in the low latitudes but
warms much less in the Northern Hemisphere (NH) high
latitudes}a feature that will be discussed further in section 5.
CESM1 and CESM2 differ considerably in the global mean
[Ts] anomalies due to anthropogenic aerosol forcing (Fig. 2d).
Anthropogenic aerosols continue to cool the planet out to 2050
in CESM2, while the anthropogenic aerosol-induced cooling in
CESM1 maximizes in the 1980s and then declines, such that by
2050, the global mean anthropogenic aerosol-forced [Ts] anoma-
lies differ by about 0.4 K between CESM1 and CESM2. This dif-
ference in anthropogenic aerosol-forced [Ts] change could be
due to differences in the experimental design, differences in the
aerosol emissions, differences in the model physics, or some
combination of these, as explored in the following sections.

4. The impact of the single-forcing method on the
aerosol-forced response

a. Global mean temperature and radiative fluxes

A major difference between the CESM1 and CESM2 single-
forcing large ensembles is the experimental design. In CESM1, an
“all-but-one” approach was used, while in CESM2 an “only” ap-
proach was used. To test the influence of this experimental design,
we consider the additional three-member ensembles: XAAER2,
in which the anthropogenic aerosol simulation of CESM2 was
performed in the same way as with CESM1; and AAER1, in
which the anthropogenic aerosol simulation of CESM1 was per-
formed in the same way as CESM2.

Time series of 21-yr running-mean anomalies (chosen as a
reasonable balance between reducing noise, while retaining
features of the time evolution) of various global mean quantities
are shown in Fig. 3 for each of the methods for both CESM1

and CESM2. First, it is worth noting the substantial differences
in the global mean AOD between the CMIP5 and the CMIP6
forcings (Fig. 3a). This is primarily due to the differences in
emissions, but there is also a contribution from the enhanced
lifetime of black carbon in CESM2 (see the appendix).
[AOD] continues to rise out to 2050 in CESM2 but declines after
about 1980 in CESM1, and the experimental design does not sub-
stantially impact the [AOD] evolution (cf. solid and dashed lines
in Fig. 3a). A comparison of the burdens of different aerosol spe-
cies in Fig. A1 and supplemental Fig. 4 indicates, perhaps unsur-
prisingly, that the difference in [AOD] trends between AAER1
and AAER2 is dominated by the differing trends in anthropo-
genic aerosols as opposed to sea salt or dust, which can respond
as the climate changes under anthropogenic aerosol forcing.

It is clear from the [Ts] time series in Fig. 3b that the experi-
mental design has a substantial impact on the inferred anthro-
pogenic aerosol influence on [Ts] in CESM2. When the aerosol
forcing is imposed in isolation (solid maroon line in Fig. 3b),
much colder temperature anomalies are reached than when the
aerosol influence is inferred from LENS2 2 XAAER2 (dashed
maroon line in Fig. 3b), with the difference in the aerosol-forced
cooling being ;0.3 K by 2030–50. Note that the difference be-
tween LENS2 2 XAAER2 and AAER2 is much greater than
would be expected due to sampling uncertainty alone (cf.
dashed maroon line with the light uncertainty shading on the
solid maroon line in Fig. 3b). The result is that when the anthro-
pogenic aerosol influence is inferred from LENS22 XAAER2,
the overall cooling is more comparable to the cooling found
in CESM1 (cf. maroon dashed line with teal in Fig. 3b).
This indicates a strong sensitivity of the inferred aerosol
cooling to the experimental design (“all-but-one” vs “only”)
in CESM2. In CESM1, the AAER1 simulation (solid teal
line in Fig. 3b) is also significantly cooler than LENS1 2

XAAER1 (dashed teal line in Fig. 3b) toward the end of
the simulation, but the impact of the experimental design
in CESM1 is relatively minor compared to that found in
CESM2. We will revisit this difference between CESM1 and
CESM2 in section 5; for now, we focus on the dependence
on the experimental design within CESM2.

In Fig. 4a, it can be assessed how [Ts] varies as a function of
[AOD]. Here, we only show the variations over the time period
when [AOD] is increasing, which means for CESM1, we are
showing out to the 21-yr mean centered on 1984, while for
CESM2, we are showing out to the end of the simulation.
Figure 4a shows that up to [AOD] anomalies of approxi-
mately 8 3 1023 (the maximum in CESM1), the evolution of
[Ts] as a function of [AOD] is rather similar in each of AAER1,
LENS1 2 XAAER1, and LENS2 2 XAAER2. In contrast,
AAER2 cools a lot more at a given [AOD] for [AOD] greater
than approximately 43 1023. In addition, the evolution of [Ts] as
a function of [AOD] is nonlinear, particularly in LENS2 2

XAAER2. In the twenty-first century, the cooling in LENS2
2 XAAER2 levels off and then turns around, and the planet
starts to warm even while the [AOD] continues to increase
(Fig. 3a vs Figs. 3b and 4a).

To begin to understand the difference between AAER2
and LENS2 2 XAAER2, consider the top of atmosphere
(TOA; although actually, here, the fluxes used are at the model
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top) radiative fluxes and their imbalance shown in Figs. 3c–e.
Figure 3e shows the difference between the net TOA downward
shortwave radiation ([SWnet_]) and the net TOA upward long-
wave radiation ([LWnet↑]), that is, the TOA radiative imbalance.
Throughout the article, we refer to fields that are positive when
downward with the down arrow (_) and fields that are positive
when upward with the up arrow (↑). The way in which the overall
TOA radiative imbalance evolves is similar between the methods
(cf. solid and dashed lines in Fig. 3e). However, the evolution of
the separate components [SWnet_] (Fig. 3c) and [LWnet↑]
(Fig. 3d) is not; they reveal that this same TOA radiative im-
balance is achieved for rather different reasons.

Until about 1980, aerosol forcing causes TOA [SWnet_] to
decline as aerosols and associated cloud changes reflect more
shortwave radiation back to space and as surface albedo increases.
In AAER2, after about 1970, there is a greater decline in TOA
[SWnet_] than in LENS2 2 XAAER2, but this difference is op-
posed by a greater decline in [LWnet↑], such that the overall TOA
radiative imbalance ends up roughly the same in each case. The
greater decline in [LWnet↑] in AAER2 can be attributed to the

greater decline in [Ts]; a colder planet emits less longwave radia-
tion to space. Indeed, Fig. 4e shows that [LWnet↑] depends on
[Ts] in a rather similar way in AAER2 and in LENS2 2

XAAER2, but AAER2 cools further and, in association with
this, [LWnet↑] declines more. So, overall, while the TOA radiative
imbalance evolves in a similar way in AAER2 and in LENS2 2

XAAER2, it reflects different quasi-equilibria with differing bal-
ances between TOA [LWnet↑] and TOA [SWnet_].1 Overall, we

FIG. 3. Global mean centered, 21-yr running means of annual means of anomalies relative to 1920–40 of various fields from AAER1
(teal solid line), LENS1 2 XAAER1 (teal dashed line), AAER2 (maroon solid line), and LENS2 2 XAAER2 (maroon dashed line).
Shaded ranges are shown around the experiments with the large ensembles (LENS12 XAAER1 and AAER2), with the light component
showing the uncertainty on a three-member mean of XAAER1 or AAER2 and the dark component showing the uncertainty for an
N-member mean of XAAER1 or AAER2, where N is the number of members in the anthropogenic aerosol single-forcing ensemble.
(a) Aerosol optical depth at 500 nm, (b) near-surface air temperature, (c) TOA net downward shortwave flux, (d) TOA net upward long-
wave flux, (e) TOA net downward radiative flux, (f) surface downward shortwave flux, (g) surface upward shortwave flux, and (h) albedo.

1 An aside is that in Fig. 3d, LENS22 XAAER2 is the odd one
out, with AAER1, LENS1 2 XAAER1, and AAER2 all exhibit-
ing similar changes in [LWnet↑]. This may appear at odds with the
fact that it is AAER2 that exhibits a different temperature re-
sponse (Fig. 3b). The reason why AAER1 and LENS1 2
XAAER1 exhibit a greater decline in TOA LWnet↑ than LENS2
2XAAER2, even though their temperature responses are similar,
is actually because of cloud longwave radiative effects. Examina-
tion of clear-sky LWnet↑ (supplemental Fig. 5) reveals what we ex-
pect: AAER1, LENS1 2 AAER1, and LENS2 2 XAAER2,
which all cool less than AAER2, also exhibit a smaller decline in
clear sky [LWnet↑].

J OURNAL OF CL IMATE VOLUME 365694

Unauthenticated | Downloaded 12/09/24 06:31 PM UTC



infer that the reason AAER2 cools more than LENS2 2

XAAER2 lies in the behavior of the shortwave radiation. TOA
[SWnet_] declines more in AAER2, and this is balanced by a
greater cooling and greater reduction in TOA [LWnet↑].

The greater decline in TOA [SWnet_] in AAER2 compared
to LENS2 2 XAAER2 must arise from a difference in the

shortwave radiation being reflected back to space, either from
within the atmosphere or from the surface. Figure 3 demon-
strates that it is the difference reflected back from the surface
that is key to the TOA [SWnet_] differences. If the key were
differences in the extent to which shortwave radiation is re-
flected back to space from within the atmosphere, either by

FIG. 4. Global mean 21-yr running means of annual means. Both CESM1 and CESM2 are only shown for the period over which [AOD]
is continuing to increase, which means the full record is shown for CESM2, but only up to the 21-yr mean centered on 1984 is shown for
CESM1. The CESM2 points transition from circles to triangles after 1984. (a)–(c) [Ts], TOA net downward shortwave radiation, and
TOA net upward longwave, respectively, vs [AOD]. (d),(e) TOA net downward shortwave radiation and TOA net upward longwave radi-
ation vs [Ts]. Surface shortwave albedo vs (f) [AOD] and (g) [Ts].
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aerosols themselves or the associated cloud radiative effects,
then we would expect to see differences in the surface down-
ward shortwave radiation ([SW_]), but Fig. 3f makes it clear
that the anomalies in [SW_] are very similar between AAER2
and LENS2 2 XAAER2. The decline in surface [SW_] is in-
dependent of which method is used in both CESM1 and
CESM2, although the response differs substantially between
them in association with their differing aerosol forcings. In
contrast, Fig. 3g demonstrates a clear difference in the surface
upward shortwave radiation ([SW↑]) between AAER2 and
LENS2 2 XAAER2 in association with a difference in their
surface shortwave albedo responses (Fig. 3h). In AAER2, the
surface shortwave albedo increases much more than in
LENS2 2 XAAER2. As a result, surface [SW↑] stays roughly
constant in AAER2 (Fig. 3g), even as surface [SW_] declines,
because a larger proportion is being reflected back to the at-
mosphere and, ultimately, to space.

The difference in surface [SW↑] between AAER2 and
LENS2 2 XAAER2 (solid line in Fig. 5a) explains most of
the difference in TOA clear-sky (dashed line in Fig. 5a) and
TOA all-sky [SWnet↑] (dotted line in Fig. 5a). Consideration
of how the surface shortwave albedo varies as a function of
[AOD] (Fig. 4f) and [Ts] (Fig. 4g) reveals that there is a sys-
tematic difference between the “all-but-one” and “only” ap-
proaches in both CESM1 and CESM2. For [Ts] anomalies
down to approximately 20.3 K and [AOD] anomalies up to
approximately 5 3 1023, the albedo increases more for the
“only” approach than for the “all-but-one” approach. But be-
yond that, the difference in behavior of the albedo between
AAER2 and LENS2 2 XAAER2 increases rather dramati-
cally. In the late twentieth century, the surface shortwave al-
bedo continues to increase in AAER2 (Fig. 3h), but in
LENS2 2 XAAER2, the albedo increase levels off at a much
lower value and then starts to decline. This is apparent as a
rather dramatic difference between AAER2 and LENS2 2

XAAER2 in the relationship between surface shortwave al-
bedo and both [AOD] and [Ts] (Figs. 4f,g). In AAER2, as
the planet cools, surface shortwave albedo keeps on increas-
ing, presumably providing a positive feedback onto the cool-
ing (Fig. 4g). In LENS2 2 XAAER2, as the planet cools,
albedo also increases, but to a lesser extent, and then in the
1990s, albedo starts to decline and the planet begins to warm
up again, even though the [AOD] has continued to increase.

Increased surface shortwave albedo generates cooler tem-
peratures and vice versa, so separating out cause and effect is
challenging in these quasi-equilibrium experiments where the
system has adjusted to a new balance. Nevertheless, given
that there is no evidence that the origins of the different [Ts]
response between AAER2 and LENS2 2 XAAER2 lies in
differences in how the incoming surface shortwave radiation
behaves, we posit that it lies in nonlinearity in surface short-
wave albedo feedbacks and that there are two components
that contribute to this shortwave albedo nonlinearity: 1) a
nonlinearity in both snow and sea ice albedo feedbacks and 2)
a nonlinearity related to the North Atlantic ocean circulation,
which leads to differing northward heat transport into the
Arctic and associated differences in high latitude albedo.
These will now be discussed. In the following subsections, we

FIG. 5. Difference between AAER2 and LENS2 2 XAAER2 in
the spatially integrated shortwave fluxes. (a) The global integral
with black dotted line showing the top of atmosphere net upward
shortwave radiation and black dashed line showing its clear-sky
component. The black solid line shows the surface upward short-
wave radiation and it is further divided into contributions from
different latitude bands. (b) Surface upward shortwave radiation
spatially integrated from 508 to 908N and the contributions from
land regions and regions that are not land. (c) As in as (b), but for
508–908S. Note the differing magnitudes covered by the y axes in
(b) and (c).
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provide the evidence for both of these sources of nonlinearity
in surface shortwave albedo.

b. Albedo nonlinearities

1) SNOW AND SEA ICE NONLINEARITIES

Figure 5a shows the spatially integrated difference in the
[SW↑] between AAER2 and LENS2 2 XAAER2 (solid
black line), and this difference is further decomposed into the
contribution from different latitude bands. The high latitudes
(poleward of 508 latitude) clearly dominate in this difference.
Both SH (salmon-shaded area in Fig. 5a) and NH (blue-shaded
area) play a role, but the NH difference in surface SW↑ domi-
nates in the late twentieth and twenty-first centuries. This differ-
ence in surface SW↑ between AAER2 and LENS2 2

XAAER2 in the high latitudes of each hemisphere can be fur-
ther decomposed into the contribution from land regions and
the contribution from “not land” regions, that is, regions that
are either ocean or sea ice. In the NH, the land and not land
contribute roughly equally to the difference between AAER2
and LENS2 2 XAAER2 from the 2000s onward (Fig. 5b),
and the difference over land regions dominates prior to that.
In the SH, the difference over ocean and sea ice regions domi-
nates (Fig. 5c).

A seasonal decomposition of the difference in surface SW↑
integrated over 508–908N between AAER2 and LENS2 2

XAAER2 indicates the summer season as dominating in the
SW↑ difference initially (supplemental Fig. 6), which makes
sense given that this is when there is the greatest incident
shortwave radiation, which can then be affected by differ-
ences in surface shortwave albedo feedbacks. Later in the
simulation, differences in SW↑ between the methods becomes
increasingly important in the shoulder seasons as well. To un-
derstand the origins of this difference in surface shortwave al-
bedo behavior, we now focus on the NH during summer
[June–August (JJA)].

Consider the time series of 21-yr running-mean, JJA, 508–908N
Ts shown in Fig. 6a. This shows that NH high-latitude tempera-
ture declines at a similar rate in AAER2 and LENS2 2

XAAER2 until around 1960–80, at which point LENS2 2

XAAER2 starts to warm, while AAER2 does not. We con-
sider the behavior of surface SW↑, snow cover, and sea ice
cover during the 1960–80 average in an attempt to examine
their differences before subsequent feedbacks associated with
the differing Ts response are present. For 508–908N average
surface SW↑, a difference between AAER2 and LENS2 2

XAAER2 is already apparent during 1960–80, even though a
difference in Ts is not (see Figs. 6b–d for local temperature
changes). It is clear from Figs. 6f–h that in AAER2, there is a
greater enhancement in surface SW↑ around the sea ice edge
and over high-latitude land regions than in LENS2 2

XAAER2. There is also less of an increase in surface SW↑ in
the interior regions of the sea ice in AAER2 compared to
LENS2 2 XAAER2, leading to a difference in SW↑ between
the methods that is negative there. These differences in SW↑
correspond reasonably well to differences in sea ice cover be-
tween AAER2 and LENS22 XAAER2 (Figs. 6n–p).

Over the NH land regions surrounding the Arctic, there is a
greater increase in summer snow cover in AAER2 than in
LENS2 2 XAAER2 (Fig. 6l) corresponding well to regions
where the difference in surface SW↑ is largest over land. Fig-
ure 7 demonstrates that snow cover fraction depends nonli-
nearly on local temperature at three representative locations,
given by the blue circles in Fig. 6l: a grid point to the east of
Hudson Bay, one in Eastern Siberia, and one to the south of
the Kara Sea. Specifically, a cooling (warming) that occurs at
a lower temperature would be associated with a larger in-
crease (decrease) in snow cover than if that same cooling
(warming) occurred at a higher temperature. This can be un-
derstood as a result of snow cover being bounded by zero.
For warmer temperatures, there is a higher probability of
there not being snow on the ground (green stars in Fig. 7); for
times when there is no snow on the ground, further warming
can no longer lead to a change in snow cover, leading to a
weaker dependence of seasonal average snow cover on tem-
perature at warmer temperatures. The arrows in Fig. 7 help
illustrate this nonlinearity by showing the 1920–40 average at
the start point of the arrow and the 1960–80 average at the
end point of the arrow. For the change that is inferred to be
due to the aerosol forcing, the cooling in AAER2, which has
a colder starting point, leads to a proportionately larger in-
crease in snow cover than the cooling in LENS2 does, and
both lead to a proportionately larger change in snow cover
than the warming in XAAER2, which is warming rather than
cooling. The result is that the magnitude of the increase in
snow cover in AAER2 (given by the length of the blue arrow
in Fig. 7) is proportionately larger for the temperature change
than that in LENS2 2 XAAER2 (given by the sum of the
black and the pink arrow lengths). This effect is likely what
dominates prior to 1980 in the differences seen between the
methods in the NH, given the dominance of land regions in
contributing to the SW↑ differences (Fig. 5b).

For sea ice, both AAER2 and LENS2 2 XAAER2 exhibit
an increase in sea ice cover, but they do so at different loca-
tions. The increase in AAER2 (Fig. 6n) is generally at lower
latitudes than the increase in LENS2 2 XAAER2 (Fig. 6o).
The reason for this is fairly straightforward: in AAER2, the
cooling is occurring relative to a cold climate (a preindustrial
climate which has then cooled slightly under aerosol forcing
out to the baseline 1920–40 period), while in LENS2 com-
pared to XAAER2, the aerosol influence is felt relative to a
climate in which sea ice has been influenced by greenhouse
gas–driven warming. To illustrate the differing sea ice frac-
tions between the different baseline climates that the aerosol
influence is being compared against in Fig. 6, we show the
80% sea ice fraction contours for the 1920–40 climate of
AAER2 in blue regions and for the 1960–80 climate of
XAAER2 in pink regions in Figs. 6n and 6o. The 1920–40
climate is the baseline for AAER2. For the “all-but-one”
method, the baseline climate is more complicated, but since
we are comparing the 1960–80 minus 1920–40 anomalies of
LENS2 with that in XAAER2, and the sea ice fraction does
not differ substantially between LENS2 and XAAER2 in
1920–40 (not shown), and the baseline for the aerosol influ-
ence in LENS2 2 XAAER2 is effectively 1960–80 of
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XAAER2. The 80% sea ice fraction metric indicates that a
high sea ice fraction is present for a wider latitude range in the
colder AAER2 climate and, as a result, the additional growth
due to the anthropogenic aerosol influence occurs at lower lat-
itudes compared to the growth that occurs in LENS2 relative
to XAAER2. Note that the difference in ice fractions between
1920–40 of AAER2 and 1960–80 of XAAER2 is also accom-
panied by differences in sea ice thickness (thicker ice in the
central Arctic in AAER2), which will also impact on where

additional sea ice under aerosol-forced cooling will grow. The
overall result is that AAER2 gains more sea ice at low lati-
tudes and less sea ice at high latitudes compared to LENS2 2

XAAER2 (Fig. 6p). While the latitude at which sea ice is
gained under aerosol forcing clearly represents a state depen-
dence leading to differences between the methods, its effects
on SW↑ during the summer months are likely small, given that
during the summer, the latitudinal gradients in incoming short-
wave radiation are small. But this could be a contributor to

FIG. 6. Aerosol influence on the JJA season from 508 to 908N. (a),(e),(i),(m) Time series of 21-yr running means for (solid line) the en-
semble mean of AAER2 and (dashed line) the ensemble mean of LENS2 2 XAAER2 anomalies from the 1920 –40 average. The dark
and light shadings around the AAER2 line show the 95% confidence interval using (light shading) three members and (dark shad-
ing) 15 members. The dashed vertical line depicts the 21-yr mean centered on 1970, i.e., the 1960–80 average shown in the remaining
columns. (b),(f),(j),(n) The 1960–80 anomalies compared to 1920–40 for AAER2. (c),(g),(k),(o) As in (b), (f), (j), and (n), but for
LENS2 2 XAAER2. (d),(h),(l),(p) The difference in the anomalies between AAER2 and LENS2 2 XAAER2. (Top) Ts, (second
row) surface upward shortwave, (third row) grid-cell area covered by snow (%), (bottom) grid-cell area covered in sea ice (%). In
(i) and (m), the 50–908N average is taken only over land grid points and grid points that are not land, respectively. Blue points in (l)
show the grid points used for the analysis in Fig. 7 (588N, 2868E; 688N, 1738E; 738N, 958E). The blue and pink contours in (n) and
(o) show the 80% sea ice contours for 1920–40 of AAER2 and 1960–80 of XAAER2, respectively.
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the method dependence of SW↑ anomalies during the spring
and autumn, when insolation is relatively greater at lower lati-
tudes. In addition to this difference in latitude at which sea ice is
gained, supplemental Fig. 7 shows the dependence of JJA aver-
aged sea ice fraction on temperature, in a similar manner to Fig.
7 for snow, where it can be seen that a nonlinearity is also pre-
sent in association with sea ice being bounded by zero and,
therefore, the probability of having days with zero sea ice in-
creases with increasing temperature.

In the SH, summer sea ice fraction differences and their rela-
tion to differences in surface upward shortwave radiation are
also clear. AAER2 shows greater increases in sea ice cover over-
all, with a strong correspondence between regions where sea ice
has increased more and regions where the increase in upward
shortwave from the surface is greater (supplemental Fig. 8).

In summary, the behavior of snow cover and sea ice and their
influence on surface upward shortwave radiation appear to be
state dependent, that is, it matters whether aerosol forcing is im-
posed within a cold preindustrial climate or whether it is imposed
within a climate state that has also experienced greenhouse gas
forcing. An aerosol cooling that occurs at a colder temperature,
as in AAER2, increases the average snow cover more than does
an aerosol-induced cooling that occurs within a planet that has
warmed under greenhouse gas forcing, as in LENS2 compared
to XAAER2. The same is true for sea ice; in addition, sea ice
that is gained during the cooling of a colder climate tends to oc-
cur at lower latitudes than the sea ice gains that occur during the
cooling of a warmer climate. These snow cover and sea ice nonli-
nearities lead to an overall larger influence on shortwave radia-
tion for the colder base state in AAER2.

2) THE NORTH ATLANTIC OCEAN CIRCULATION

The annual mean Ts response to anthropogenic aerosol forc-
ing by 2030–50 can be seen in Fig. 8. By this time period,

AAER2 (Fig. 8a) is colder than LENS2 2 XAAER2 (Fig. 8b)
over much of the globe, with the largest differences found in the
NH high latitudes, over continental regions, around the margins
of Antarctic sea ice, and in the tropical and subtropical Pacific
(Fig. 8c). The fact that the Ts differences extend beyond the high
latitudes is not inconsistent with the important role for high-
latitude feedbacks in producing them, because similar anoma-
lies, with opposite sign relative to those in Fig. 8c in the tropical
Pacific, have been found in response to sea ice loss (as opposed
to gain in our case) (Deser et al. 2015) with an important role
for ocean dynamics in transferring the signal there (Wang et al.
2018).

Consideration of the differences between AAER2 and
LENS2 2 XAAER2 in 2030–50, however, reveals another
important feature: there is a clear difference in the subpolar
North Atlantic with a substantial warm anomaly in the region
south of Greenland in LENS2 2 XAAER2 (Fig. 8b), which is
much less apparent in AAER2 (Fig. 8a). In LENS2 2

XAAER2, there is also a warm anomaly over much of the Arc-
tic. It is clear that there are large differences between the two
methods in the Ts response over the NH high latitudes and in
the subpolar gyre region to the south of Greenland, in partic-
ular (Fig. 8c), while the same method dependence is not
found in CESM1 (Figs. 8d–f).

The warm subpolar gyre Ts anomaly in LENS2 2 XAAER2
to the south of Greenland resembles what would be expected
from a strengthening of the AMOC (e.g., Delworth et al. 2017).
Indeed, consideration of the AMOC response, defined as the
change in the magnitude of the maximum meridional overturn-
ing streamfunction at 458N below 500-m depth, reveals a strong
dependency of the aerosol-forced AMOC changes on the exper-
imental design in CESM2 (Fig. 9c).

First, it is worth considering how the NH aerosol forcing
evolves, as this is likely to be more directly connected to forcing
of AMOC changes than the global mean aerosol evolution.

FIG. 7. Evolution of snow cover as a function of local Ts for the three points shown in Fig. 6l: (a) 588N, 2868E (east of Hudson Bay);
(b) 688N, 1738E (eastern Siberia); and (c) 738N, 958E (south of the Kara Sea). Dots show the JJA seasonal mean percentage of the grid point
covered by snow vs local Ts. Small dots show the individual seasons for all members and all years and large dots show the ensemble means for
each year. Blue indicates AAER2, pink indicates XAAER2, and black indicates LENS2 (LENS2 is shown out to 2100). The green stars (right
axis) show the probability of snow-free days in the JJA season assessed for each year by pooling together all members from either LENS2 or
AAER2 (XAAER2 is not shown for this metric given its smaller ensemble size). The start point of each of the arrows shows the ensemble-
mean 1920–40 average value and the end point shows the ensemble-mean 1960–80 average. The overall change in AAER2 is simply quantified
by the length and direction of the blue arrow, while the magnitude of the change in LENS22 XAAER2 is given by summing up the length of
the black and pink arrows when they are in opposite directions, as in all cases here, and the direction of change is that of the black arrow.
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Figure 9a shows that the 508–908N AOD in CESM2 increases
to a maximum in the 1970s and 1980s and then declines but
levels off at higher AOD values than the 1920–40 period for
the remainder of the simulation. In AAER2, the AMOC
increases in strength to a maximum in the 1970s and then
declines (Fig. 9c, solid line), somewhat following the NH
high-latitude aerosol forcing, except it returns to the baseline
AMOC strength despite the positive AOD anomalies in
the twenty-first century. In contrast, the AMOC in LENS2 2

XAAER2 increases in strength more rapidly and then, rather
than decreasing with the decline in aerosol forcing, it plateaus
and even slightly increases out to the end of the simulation
(Fig. 9c, dashed line). Consideration of XAAER2 in isolation
(pink line in Fig. 9e) reveals that as the planet warms in the
absence of aerosol forcing and the presence of rising green-
house gases, the AMOC in CESM2 starts to decline rapidly
around 1980. This is rather similar to what is seen in GHG2
(red line in Fig. 9g). In contrast, in LENS2, when all forcings
are present, the anthropogenic aerosol forcing seems to domi-
nate and acts to strengthen the AMOC until about 1980,
delaying this rapid greenhouse gas–forced decline in AMOC
until later in the simulation (black line in Figs. 9e,g). The re-
sult is a nonlinear behavior of AMOC in the CESM2 simula-
tions with the sum of the individual forcing contributions not
adding up to the LENS2 response (cf. black and dashed pur-
ple lines in Fig. 9g).

The LENS2 AMOC decline begins around 1980, but it does
not fall below the 1920–40 baseline until about 2000; at that
point, it declines at a rather similar rate to what was seen ear-
lier in XAAER2. The AMOC in XAAER2 starts to decline
very rapidly around 1980, and because the aerosols in LENS2
delay the onset of this rapid decline compared to XAAER2,

the aerosol influence inferred from LENS2 2 XAAER2 is an
apparently greater strengthening of the AMOC than that in-
ferred when the aerosols are imposed in isolation in AAER2.
It is not that the aerosol forcing by itself produces the strengthen-
ing inferred from LENS2 2 XAAER2; rather, it is that it staves
off the rapid greenhouse gas–forced AMOC decline. This can ex-
plain the warm anomalies in the NH high latitudes and the sub-
polar North Atlantic due to aerosol forcing estimated from
LENS2 2 XAAER in Fig. 8b, whereas in AAER2, the AMOC
strengthening is weaker and declines after the 1980s. The in-
creased AMOC strength in LENS2 2 XAAER2 leads to en-
hanced northward ocean heat transport into the NH high
latitudes (not shown), which is a further boost to the disparity
in surface albedo between the two methods through effects on
sea ice and snowmelt.

It is challenging to truly isolate the relative importance
of AMOC versus the other albedo nonlinearities described
above to the method dependence of the global surface up-
ward shortwave radiation, but we can at least obtain a rough
estimate of the order of magnitude of AMOC’s impacts by
considering the association of globally integrated surface
upward shortwave radiation with AMOC variability in the
CESM2 preindustrial control simulation. Figure 10a shows
the regression of 21-yr running-mean globally integrated sur-
face SW↑ anomalies onto AMOC (after linearly detrending
to remove the preindustrial control drift). This shows that fol-
lowing an increase in AMOC of 1 Sv (1 Sv ; 106 m3 s21), the
globally integrated surface SW↑ declines by just less than
2.53 1013 W about 5 years later. We then use this relationship
between AMOC and globally integrated surface SW↑ with a
lag of 5 years to construct the influence of the AMOC anoma-
lies in each experiment on globally integrated surface SW↑

FIG. 8. Differences in annual mean Ts between 2030–50 and 1920–40. (a)–(c) CESM2 AAER2, LENS22 XAAER2, and the difference
between them. (d)–(f) As in (a)–(c), but for CESM1. Stippling indicates anomalies that are not statistically significant at the 95% confidence
level.
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FIG. 9. (a),(b) The 21-yr running-mean AOD anomalies (relative to 1920–40) averaged from 508 to 908N for
CESM2 and CESM1 anthropogenic aerosol forcing, respectively. (c)–(h) The 21-yr running-mean AMOC anomalies
(relative to 1920–40) where AMOC is defined as the magnitude of the maximum meridional overturning streamfunc-
tion below 500-m depth in the North Atlantic at 458N. (c),(d) The inferred AMOC changes due to anthropogenic
aerosol forcing using both methods for CESM2 and CESM1, respectively, with 95% confidence intervals provided
for AAER2 in (c) and LENS1 2 XAAER1 in (d) using three members (light) and the number of members in the
large ensemble (dark). (e),(f) The AMOC anomalies for all forcings, the AAER simulation, and the XAAER simula-
tion for CESM2 and CESM1, respectively. (g),(h) The decomposition of the overall change in AMOC in the large en-
semble into the contributions that are inferred to be due to individual forcings for CESM2 and CESM1, respectively.
The 95% confidence intervals on the ensemble means are shown in (e)–(h). For the three-member XAAER2 and
AAER1 ensembles in (e) and (f), respectively, the 95% confidence interval is calculated by bootstrapping the prein-
dustrial control.
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and the difference in this between AAER2 and LENS2 2

XAAER2. A comparison of this constructed AMOC influ-
ence on surface SW↑ with the difference in globally integrated
surface SW↑ between AAER2 and LENS2 2 XAAER2

suggests that the influence of the method dependence on
AMOC can explain a little less than half of the influence of the
method dependence on the globally integrated surface upward
SW↑, with presumably the other albedo effects described above
contributing to the remainder (Fig. 10b). This assumes that we
can linearly relate globally integrated SW↑ to AMOC variabil-
ity and that there is no dependence of AMOC-related surface
upward shortwave variability on the climate base state. An
analysis of similar regressions to those in Fig. 10a throughout
the transient LENS2 simulations suggests that it is, indeed, a
reasonable approximation to assume that the preindustrial
control (piControl) regression of SW↑ onto AMOC is repre-
sentative of that over the twentieth and early twenty-first cen-
turies (supplemental Fig. 9).

A variety of processes can force an AMOC decline under
climate change, including reduced sensible heat loss from the
ocean in the presence of a warmer atmosphere (Weaver et al.
2007; Brodeau and Koenigk 2016), altered freshwater forcing
as precipitation and evaporation patterns change (Manabe
and Stouffer 1993; Dixon et al. 1999), and altered lateral
transports of freshwater into regions of deep convection as a
result of sea ice loss (or melting of the Greenland ice sheet, al-
though Greenland ice sheet melt is not represented in these
CESM2 simulations) (Jahn and Holland 2013; Yang et al.
2016; Li et al. 2021). Once an AMOC decline has been in-
duced, positive feedbacks, particularly from the reduced ad-
vection of salty water from southern latitudes, can further
enhance the AMOC decline. Such feedbacks have also been
argued recently by Hassan et al. (2021) and Robson et al.
(2022) to be important in the aerosol-forced strengthening of
AMOC. A more detailed analysis of the reasons behind the
substantial AMOC decline under GHG forcing in CESM2 is
warranted and, while we leave this for future work, we pro-
vide a cursory assessment of the different forcing factors that
could lead to an AMOC decline for the XAAER2 simulation
in supplemental Fig. 10 to shed some light on the possible
causes of the AMOC declines shown in Figs. 9e and 9g. This
suggests that the freshwater input associated with sea ice loss
is the most likely candidate forcing of the AMOC decline.
The annual mean sea ice–thickness anomalies are also shown
in Fig. 11b and this show that the Arctic sea ice thickness de-
clines occur earlier in the absence of aerosol forcing (cf. pink
and black lines in Fig. 11b). This freshwater forcing likely
leads to a decline in the near-surface density of seawater (r)
in the Labrador Sea through a reduction in salinity, as quanti-
fied for March in Fig. 11e. Here, r anomalies averaged over
the top 203 m of the ocean in the Labrador Sea have been
decomposed into the parts associated with salinity (rS) and
temperature (rT) using an equation of state for seawater
(McDougall et al. 2003), and the salinity component is domi-
nating. Associated with this is a reduction in convection in the
Labrador Sea, as depicted via the substantial reductions in
March mixed layer depth in Fig. 11h, which uses the definition
of Large et al. (1997).

We suspect, based on Fig. 11k, that there is also an important
role for positive salinity feedbacks in the rapid AMOC decline
with greenhouse gas forcing in CESM2. Figure 11k shows the
lagged regression of Labrador Sea density (r, rS, and rT)

FIG. 10. (a) Regression of 21-yr running-mean globally inte-
grated surface upward shortwave radiation onto 21-yr running-
mean AMOC strength, defined as the maximum streamfunction
below 500 m at 458N, in the CESM2 preindustrial control. The
gray-shaded range shows a 95% confidence interval determined by
bootstrapping with replacement 200-yr segments of the preindus-
trial control, concatenating them to obtain 1000 time series of
equivalent length to the 1600-yr preindustrial control simulation,
recalculating the regression and obtaining the 2.5th–97.5th-percen-
tile range. The red point marks the minimum value of this regres-
sion curve. (b) Black line shows the time series of the difference be-
tween AAER2 and LENS2 2 XAAER2 21-yr running-mean
globally integrated surface upward shortwave (reproduced from
Fig. 5a), and the red line shows the estimated influence of the differ-
ence in AMOC changes between AAER2 and LENS22 XAAER2
by constructing the AMOC influence on globally integrated surface
SW↑ by 22.26 3 1013 3 AMOC(t 2 5), where 22.26 3 1013 is the
minimum regression coefficient in (a) and occurs at a lag of 5 years,
and AMOC refers to the annual mean AMOC strength anomalies
relative to 1920–40 using the maximum streamfunction below 500 m
at 458N definition for AMOC strength. The uncertainty range on this
construction is determined by recalculating the construction using
the bootstrapped minimum regression coefficients and lags that
were used to determine the confidence interval in (a) and ob-
taining the 2.5th–97.5th-percentile range of these bootstrapped
constructions.
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FIG. 11. (a) The difference in annual mean sea ice–thickness anomalies between AAER2 and LENS2 2 XAAER2 during 2030–50.
(b) The 21-yr running-mean CESM2 annual mean sea ice–thickness anomalies (relative to 1920–40) averaged over 708–908N, 2208–3608E
[green region in (a)] for LENS2 (black line), XAAER2 (pink line), AAER2 (blue line), and LENS2 2 XAAER2 (blue dashed line). (c) As
in (b), but for CESM1. For AAER2 in (b) and LENS2 2 XAAER2 in (c), the 95% confidence intervals are shown for a three-member
ensemble (light) and an ensemble of size equal to the one shown (dark). For other experiments, the shading shows the 95% confidence
interval for a sample size equal to that in the ensemble. (d)–(f) March density anomalies averaged over the top 203 m of the ocean. The
averaging region for (e) and (f) is the Labrador Sea [538–658N, 3008–3158E; green box in (d)]. The LENS2 2 XAAER2 anomalies are not
shown in (e) and (f); instead, the density anomalies in the other simulations are decomposed into the part that is associated with temperature
(rT; dashed line) and the part that is associated with salinity (rS; dotted line). (g)–(i) As in (a)–(c), but for March mixed layer depth. The aver-
aging in (h) and (i) is performed over the Labrador Sea. (j) Lagged autoregression of annual mean AMOC. (k) Lagged regression of March
Labrador Sea density anomalies (and its temperature and salinity components) in the top 203 m onto annual mean AMOC for CESM2.
(l) As in (k), but for CESM1. In (j)–(l), the 10-yr running means are used for consistency with Danabasoglu et al. (2019).
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anomalies onto AMOC in the CESM2 preindustrial control sim-
ulation using 10-yr running means. We switch to using 10-yr run-
ning means here for consistency with the study of Danabasoglu
et al. (2019), which made use of this metric to indicate the role
of density anomalies in driving and feeding back onto AMOC
anomalies. In the preindustrial control variability, the maximum
positive density anomalies due to changing salinity lag the
AMOC (dotted line in Fig. 11k). This dominates over tempera-
ture feedbacks to lead to an overall positive density feedback on
AMOC variability. We also suspect that differences in this feed-
back between CESM2 and CESM1 are important in their differ-
ing AMOC behavior, to be discussed in section 5.

Overall, when anthropogenic aerosol forcing is imposed on
its own, it leads to an increase in sea ice thickness (solid blue
line in Fig. 11b), a slight increase in Labrador Sea density
through increased salinity (solid blue line in Fig. 11e), and a
slight increase in AMOC strength (solid blue line in Fig. 9e).
However, when the anthropogenic aerosol influence is in-
ferred from LENS2 2 XAAER2, because the aerosols post-
pone the decline in sea ice thickness, r, mixed layer depth,
and AMOC in LENS2 compared to XAAER2, they lead to
an apparent continued increase in Labrador Sea mixed layer
depth over the course of the simulation (Fig. 11h, blue dashed
line) and an increase in AMOC strength (Fig. 9c, maroon
dashed line). The increase in AMOC strength is associated
with enhanced ocean heat transport into the NH high lati-
tudes and, presumably in association with this, the sea ice
thickness starts to decline (blue dashed line in Fig. 11b), as
does the reduction in global mean temperature (Fig. 3b, ma-
roon dashed line).

c. Summary of method dependence

In this section, we have investigated the dependence of the
anthropogenic aerosol-forced [Ts] response to the method
used in CESM2 (AAER2 vs LENS2 2 XAAER2). The sur-
face energy balance indicates that aerosol forcing leads to a
bigger decline in net TOA shortwave radiation in AAER2
compared to LENS2 2 XAAER2 (Fig. 2c), which drives a
bigger decline in global mean Ts and an associated compen-
sating decline in net TOA longwave radiation. The method
dependence of the TOA net shortwave radiation can be fur-
ther narrowed down to difference in the surface upward short-
wave radiation (Fig. 3g) linked to a difference in the surface
shortwave albedo response (Fig. 3h).

We then discussed three potential sources of this albedo
nonlinearity. The first two are nonlinearities or base-state de-
pendencies in the response of snow cover and sea ice fraction
to Ts change. Snow cover over the continental regions sur-
rounding the Arctic declines nonlinearly with warming. This
is because the amount of time (in the summer, at least) that is
spent without any snow cover increases with warming and, as
a result, the amount of time in which further warming can in-
fluence the snow cover declines. The result is that the aerosol-
forced cooling that is imposed within a cooler climate in
AAER2 leads to a larger increase in snow cover than the
aerosol-forced cooling that is imposed within a warmer cli-
mate that is influenced by CO2, as is the case in the LENS2

versus XAAER2 comparison. Sea ice exhibits a similar nonlinear
behavior, and there is also a dependence of the latitude at
which sea ice grows with aerosol-forced cooling on the base-
state climate. In the cold climate within AAER2, additional
sea ice grows at lower latitudes, and while the impacts of this
on the global radiative balance is likely minimal during the
summer, it may matter more during the spring and autumn
when latitudinal gradients in insolation are larger. These cryo-
spheric effects lead to overall greater increases in albedo in
AAER2 than in LENS2 2 XAAER2 and, ultimately, a differ-
ing global response as atmospheric and oceanic heat transports
respond.

Finally, there is also clearly a nonlinear behavior of AMOC,
which further widens the discrepancy between AAER2 and
LENS2 2 XAAER2. In CESM2, with warming, the AMOC
strength declines substantially and nonlinearly. As a result, in
LENS2 where aerosol forcing delays this AMOC decline, it
leads to an apparently larger increase in AMOC strength due
to aerosols in LENS2 2 XAAER2 than is found due to aero-
sol forcing alone in AAER2. The associated increased heat
transport into the NH high latitudes in LENS2 2 XAAER2
would further alter sea ice and snow cover with associated al-
bedo changes.

5. Comparison between CESM2 and CESM1

The analysis in section 4 was motivated by our aim to deter-
mine the relative roles of the experimental design used, the
model physics, and the aerosol forcing in leading to the differ-
ing anthropogenic aerosol responses between CESM1 and
CESM2. The results point to an important influence of the
method in CESM2, but the same method dependence was
not found in CESM1. While the cooling due to anthropo-
genic aerosol forcing is greater in AAER1 than in LENS1 2

XAAER1 (solid vs dashed teal lines in Fig. 3b), the difference
is much smaller than in CESM2. There are two potential rea-
sons for this: 1) the model physics and dynamics in CESM1
are such that nonlinearities are less important and 2) the fact
that the imposed aerosol forcing declines more rapidly from
the 1980s (see the appendix) may mean that CESM1 does not
have as much of a chance for the nonlinearities to lead to a big
deviation between the methods. We cannot really explore the
effect of the second reason without simulations with CESM2
run under a lower-aerosol-emissions scenario, and this would
be a worthwhile avenue for future research to truly quantify
the relative importance of these two factors. Nevertheless, dif-
ferences between CESM1 and CESM2 do suggest that there is
a role for model differences in leading to more nonlinearity in
CESM2 than in CESM1 and that it is not solely the difference
in aerosol forcing that is responsible, as now discussed.

CESM1 exhibits much less of a difference in global upward
surface shortwave radiation between AAER1 and (LENS1 2

XAAER1) in the NH than was found between AAER2 and
(LENS2 2 XAAER2), although the SH difference is compa-
rable (see supplemental Fig. 11, which is the equivalent of
Fig. 6 but for CESM1). CESM1 does not exhibit as substantial
a method dependence for sea ice cover in the low latitudes of
the Arctic or for snow cover over the continents surrounding
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the Arctic (supplemental Fig. 12), but there are some similarities
in the method dependence for sea ice in the SH (supplemental
Fig. 13). The differences between CESM1 and CESM2 in the
NH can perhaps be traced back to two differences between the
CESM1 and CESM2 climates. In CESM1, the Arctic sea ice is
thicker and more expansive (supplemental Fig. 14 and DuVivier
et al. 2020). A result of the more-expansive sea ice in CESM1 is
that there may be less room for sea ice to grow in the aerosol-
only simulation before the continent is reached, limiting the dif-
ferences in the extent to which the sea ice fraction increases at
lower latitudes in AAER1 compared to LENS1 2 XAAER1.
The second factor that may be important is that CESM1 has re-
duced summertime snow cover compared to CESM2 in portions
of the continental regions surrounding the Arctic, in particular
regions adjacent to Hudson Bay and to the south of the Barents
and Kara Seas (supplemental Fig. 14c), which likely makes those
regions less nonlinear in their snow-cover response to tempera-
ture anomalies (recall Fig. 7). These regions correspond to those
where the wintertime snow density has increased the most in
CESM2, compared to CESM1, in response to updated snow-
density parameterizations [see Fig. 5 of Simpson et al. (2022)],
which is likely playing a role.

Another important difference between CESM1 and CESM2
is in the behavior of AMOC. CESM1 does exhibit a method
dependence of the aerosol-forced AMOC response (Fig. 9d).
In LENS1 2 XAAER1, the AMOC strengthens more than in
AAER1 (dashed vs solid lines in Fig. 9d), but this does not last
for the full length of the simulation. The LENS1 2 XAAER1
AMOC strength starts to decline substantially after about 1990,
whereas the LENS22 XAAER2 AMOC strengthening contin-
ues out to the end of the simulation (Fig. 9d vs Fig. 9c). This
may be partly due to the differing forcings between CESM1
and CESM2, but comparison of Figs. 9e and 9f makes clear that
the behavior of AMOC in the XAAER simulations (pink line),
where aerosols are not evolving and greenhouse gas forcing is
the primary driver, also differs considerably between CESM1
and CESM2. In XAAER2, the AMOC declines much more
rapidly after around 1980 than in XAAER1, and so the aerosol-
forced strengthening inferred from the LENS-XAAER calcula-
tion is smaller during this period in CESM1 than in CESM2.
Subsequently, when the aerosol forcing starts to decline in the
NH high latitudes, because it actually goes negative compared
to the 1920–40 baseline in CESM1, the aerosol forcing and
GHG forcing act together to produce a sharper decline in
AMOC in LENS1 than in XAAER1 in the twenty-first cen-
tury (Fig. 9f, black vs pink lines). The differing AMOC be-
havior is likely part of the reason why the high latitudes
warm much less in response to greenhouse gas forcing in
GHG2 than in LENS1 2 XGHG1 (supplemental Fig. 15).
In CESM2, the greenhouse gas–forced decline in AMOC is
greater than in CESM1, which reduces the northward heat
transport into the high latitudes and reduces the warming
there.

We speculate that an important factor in the differing
AMOC responses between XAAER2 and XAAER1 is the
strength of salinity feedbacks. We can consider the AMOC
decline to consist of two parts: 1) the forcing, which leads to
the decline in the first place, which we argued for CESM2

above was most likely the freshwater input to the Labrador
Sea from sea ice melt; and 2) subsequent feedbacks, which
are triggered as the AMOC starts to decline, including the
reduced advection of salty water from the low latitudes to
the high latitudes. The various potential forcers of AMOC
decline (i.e., surface freshwater flux, surface heat flux, and sea
ice loss) can be compared between CESM1 and CESM2 for
the XAAER experiment in supplemental Fig. 10. For both
CESM1 and CESM2, sea ice loss appears as the most likely
forcer of AMOC decline as it is the only one that leads, as op-
posed to lags, the AMOC decline. However, a difference in sea
ice loss cannot explain the differences in AMOC decline be-
tween XAAER1 and XAAER2, because the sea ice loss is actu-
ally greater in XAAER1 than in XAAER2 (cf. Figs. 11b,c),
while the AMOC decline is greater in XAAER2. This suggests
that the reason behind the difference in AMOC decline between
XAAER1 and XAAER2 is more likely to be a difference in the
feedbacks rather than in the initial forcing of AMOC decline.
Figure 11j, which shows the lagged autoregression of AMOC
onto itself within the preindustrial control simulations of
CESM1 and CESM2, demonstrates that the time scale of
AMOC variability is longer in CESM2 than in CESM1. We
may reasonably expect that a longer time-scale AMOC vari-
ability is either due to longer time-scale forcing, whether that
be through sea ice variability or surface flux variability, or due
to stronger feedbacks onto AMOC variability, which would
lengthen the persistence of any anomalies induced by the vari-
ous forcers. Comparison of the lagged regression of density
onto AMOC in Figs. 11k and 11l shows that the salinity
anomalies that lag AMOC in CESM1 are much smaller than
in CESM2, that is, per unit Sverdrup increase in AMOC
strength, the lagged increase in Labrador Sea salinity is
greater in CESM2, which would provide a greater feedback
onto an AMOC change and, therefore, enhance the persis-
tence of AMOC variability. This suggests that the positive sa-
linity feedback onto AMOC anomalies may be stronger in
CESM2 than in CESM1, for reasons that are currently un-
known. This could lead to the more rapid AMOC decline in
XAAER2, even though the freshwater input through sea ice
loss is smaller. A more detailed analysis of the AMOC decline
in both simulations should be performed in future work to
fully understand these differences. The updates to the ocean
model in CESM2 compared to CESM1 are relatively minimal
but include the representation of mixing effects of estuaries,
enhanced mesoscale eddy diffusivity at depth, the use of prog-
nostic chlorophyll for shortwave radiation absorption, and the
use of a salinity-dependent freezing point (Danabasoglu et al.
2020). Whether the differences in AMOC behavior can be at-
tributed to these ocean model changes or the changes to the
coupled system introduced through updates to the other compo-
nents remains to be understood. Hassan et al. (2022) recently ar-
gued that models that exhibit a greater AMOC response to
forcing may do so because of a larger feedback between the
AMOC and cloud cover in the subpolar North Atlantic. How-
ever, we find no evidence of a substantial feedback between the
AMOC and subpolar North Atlantic cloud cover in CESM2
through regression of total cloud cover onto AMOC in the
CESM2 preindustrial control simulation (not shown).
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Overall, the comparison of the behavior of CESM1 and
CESM2 makes clear that even though the single-forcing ex-
perimental design matters within CESM2, it probably does so
because of particular features of both the representation of
processes within the model and the imposed forcing.

6. Discussion and conclusions

The implicit assumption when using single-forcing experi-
ments to attribute changes to individual forcings is that nonli-
nearities are negligible. As discussed in the introduction, prior
studies have drawn mixed conclusions as to whether nonli-
nearities are important. Some of the studies with older model
generations, for example, Feichter et al. (2004) and Ming and
Ramaswamy (2009), used a slab ocean, so any nonlinearity re-
lated to AMOC would have been absent. The more recent
study of Deng et al. (2020) is the most relevant to the results
presented here since they explored nonlinearity within cou-
pled CESM1 time-slice simulations. They did not find sub-
stantial nonlinearities in GMST and TOA radiative fluxes,
aligned with our findings that the “only” method versus “all-
but-one” method does not dramatically alter the response to
aerosol forcing in transient experiments with CESM1. Further
probing of other features by Deng et al. (2020) did reveal
other nonlinearities, specifically in September–November Arctic
sea ice decline and in summertime precipitation over East Asia.
The sense of their sea ice nonlinearity was that when greenhouse
gases and aerosols were imposed together, there was less sea
ice decline than summing up the contributions from greenhouse
gases and aerosols separately, which is the opposite of what we
find for CESM2.

The considerable nonlinearities that we infer in CESM2
from the difference between the “only” and “all-but-one”
methods for anthropogenic aerosols and comparison to the
behavior in CESM1 and these other previous studies makes
clear that nonlinearities in the response to forcings can be
highly dependent on the model physics and/or the forcings
used. Indeed, Menary et al. (2020) find that in CMIP6 models
in general, the aerosol and greenhouse gas–forced AMOC
anomalies do approximately sum up to the response when all
forcings are applied together. CESM2 is clearly a more non-
linear model than CESM1, particularly when it comes to the
AMOC response to forcings, but also likely in the impact of
surface shortwave albedo feedbacks. For the sea ice aspects, the
version of CESM2 used here is known to be deficient in its rep-
resentation of sea ice (DuVivier et al. 2020), so sea ice changes
should be interpreted with caution. For snow cover, further in-
vestigation is required to determine whether summertime snow
cover in CESM2 is more aligned with observations than CESM1
(supplemental Figs. 14a–c), although Wieder et al. (2022) indi-
cate that CESM2 does have too much snow water equivalent in
the springtime in the regions adjacent to Hudson Bay and to the
south of the Kara Sea. Much work also remains to be done to
fully understand the differences in AMOC variability and
change between CESM1 and CESM2 and to determine whether
we trust one more than the other.

Overall, the method dependence found for the aerosol-
forced response in CESM2 raises the question: what is the

more appropriate method to use in single-forcing experi-
ments? Our experience with two generations of CESM indi-
cates that the method used may matter for some models
and/or forcings more than others. Ultimately, there is proba-
bly no getting around the nonlinearities that exist in CESM2,
particularly those due to the AMOC, and one method is not
going to necessarily give a more correct answer than the
other. Using the “only” method, we would conclude that
greenhouse gases are giving rise to a dramatic decline in
AMOC strength that starts in the mid-twentieth century,
whereas the reality is that the greenhouse gases do not have
this same effect when they are imposed together with aero-
sol forcing. Using the “all-but-one” method, we would con-
clude that aerosols give rise to an increasing AMOC
strength at least out to 2050, but the reality is that they are
only apparently doing that because they have prevented the
greenhouse gas–forced AMOC decline. The AMOC re-
sponse to forcings is nonlinear and neither method alone
would provide the complete picture; we should be aware of
such nonlinearities in our interpretation.

This new CESM2 dataset has been released to the research
community and we expect that there are many more interest-
ing insights that can be gained from it. We also expect that
further insights can be gained by building on the dataset pro-
vided here through modified experimental design and/or forc-
ing combinations. Unlike the CESM1 single-forcing large
ensemble, this new ensemble offers the opportunity to assess
additivity of the different forcing contributions in comparison
to the overall LENS2 response. The results presented here
highlight the importance of nonlinearities in interpreting
single-forcing simulations while simultaneously highlighting
pertinent mechanisms underlying these nonlinearities that
may be of value for future endeavors. It is our hope that
future work will make use of this dataset to further explain
the role of individual forcings and identify their interactions
in the evolution of the Earth system.
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APPENDIX

Comparison of the Anthropogenic Aerosol Forcing
between the CESM2 and CESM1 Single-forcing

Large Ensembles

Given that much of the analysis in this study focusses on
the anthropogenic aerosol-forced response, we provide a
comparison of the aerosol forcing between AAER2 and
AAER1 in Fig. A1 with a focus on two species (BC and
SO4), while the emissions and burdens of other species can
be found in supplemental Figs. 3 and 4. A comparison of
Figs. A1a and A1b reveals that the trends in anthropogenic
aerosol optical depth at 550 nm (AOD) over 2000–50 are
very different between the AAER2 (historical to SSP3–7.0)
and AAER1 (historical to RCP8.5) simulations. AAER1
shows declines in AOD over eastern North America, Europe,
and China with relatively small increases in AOD over Africa
and India (Fig. A1b). In AAER2, the declines over eastern
North America and Europe are much smaller compared to
AAER1 and the AOD increases over China in AAER2 while
it decreases in AAER1. Over Africa and India, AOD is
increasing much more in AAER2 than in AAER1. This differ-
ence primarily stems from the difference in emissions, but dif-
ferences in the model physics also play a role in the differing
overall aerosol burdens between AAER1 and AAER2, as
now discussed.

The global BC emissions in AAER1 and AAER2 are
fairly similar until about the year 2000, but after that they
increase in AAER2 and decrease in AAER1 (Fig. A1c)
(a similar trajectory is seen for POM in supplemental
Fig. 3d). SO4 emissions are also similar until about the year
2000, but then they remain fairly steady in AAER2 while
declining in AAER1 (Fig. A1d) (a similar trajectory is seen
for SO2 in supplemental Fig. 3c). For BC, while the emis-
sions are slightly lower over the nineteenth and early twen-
tieth centuries in AAER2 compared to AAER1 (Fig. A1c),
the BC burden is higher in AAER2 compared to AAER1
(Fig. A1e). The lifetime of BC, estimated by the ratio of
the global BC burden to the global BC deposition flux, is
longer in CESM2 (6.41 days) than in CESM1 (3.64 days,
Fig. A1g). This nearly twofold increase in BC lifetime can
be understood as resulting from the BC wet deposition flux
associated with a given burden being smaller in CESM2
than in CESM1 and the wet deposition flux has changed
because the representation of the aging of primary carbona-
ceous aerosols in CESM2 delays BC removal via wet depo-
sition [section 2a(1) and see the differing wet deposition
rates at a given global burden in Fig. A1g]. For SO4, the emis-
sions are rather similar over the historical period (Fig. A1d) but
the burden (Fig. A1f) is higher in AAER1 than in AAER2 for
reasons that are not totally clear given that the deposition
rates are fairly comparable between CESM1 and CESM2
(Fig. A1h).

In summary, the difference in BC and SO4 emissions is
the primary contributor to the difference in burden (and as-
sociated AOD) trends between AAER2 and AAER1, with
some additional modification due to the differing model
physics. The SSP3–7.0 scenario is a higher aerosol emission
scenario (Gidden et al. 2019) than the CMIP5 RCP8.5 sce-
nario used in the CESM1 single-forcing large ensemble
and the emissions also differ slightly over the historical pe-
riod as emissions inventories were revised between CMIP5
and CMIP6, although it should be noted that it has been ar-
gued that the increasing emissions over eastern China in
the last decade of the historical period in the CMIP6 emis-
sions are incorrect (Wang et al. 2021). The impact of such
differences in emissions can end up being as large as the
impact of changing from one model version to the next
(e.g., Fyfe et al. 2021).
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FIG. A1. (a),(b) Trends in annual mean AOD at 550 nm between 2000 and 2050 of AAER2 and AAER1, respec-
tively. (c) Global annual mean emissions of BC for AAER1 (teal line) and AAER2 (maroon line). (d) As in (c), but
for SO4 aerosol. (e) Global annual mean BC burden for AAER1 (teal line) and AAER2 (maroon line). (f) As in (e),
but for SO4. (g) Global annual mean deposition fluxes vs burden for a single member of LENS2 and LENS1 (used
rather than the single-forcing experiments because the deposition fluxes were not output in the CESM1 single-forcing
large ensemble). Circles show the full deposition flux (dry 1 wet), stars show the wet deposition flux, and diamonds
show the dry deposition flux. (h) As in (g), but for SO4.
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