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ABSTRACT: The Oyashio Extension (OE) frontal zone in the northwest Pacific Ocean is associated with strong gradients
of sea surface temperature (SST) and salinity. The OE front enhances baroclinicity and anchors the storm tracks; changes
in its position and strength may impact atmospheric variability. North—south shifts in the OE front are often defined using
the leading principal component for the latitude of the absolute maximum SST gradient in the northwest Pacific
(145°-170°E), the so-called Oyashio Extension index (OEI). We show that the OEI is sensitive to the choice of SST dataset
used in its construction, and that the significance of regressions of atmospheric fields onto the OEI also depends on the
choice of SST datasets, leading to nonrobust results. This sensitivity primarily stems from the longitudinal domain used to
define the OEI including a region with parallel or indistinct frontal zones in its central section (155°~164°E), leading to di-
vergent results across datasets. We introduce a new index that considers the extent to which the SST front across this cen-
tral section departs from climatology, the frontal disturbance index (FDI). For the months considered and over short time
lags, the FDI produces more consistent results on air-sea interactions and associated high-frequency storm-track metrics
than the conventional OEI, with a southward shift of the storm track for a more positive FDI. The FDI appears to be re-
lated to oceanic mesoscale eddy activity in the central OE region. There are significant asymmetric associations between
the FDI and storm-track metrics dependent on the sign of the FDI.

SIGNIFICANCE STATEMENT: In this study, we aim to understand how the choice of dataset may influence the in-
terpretation of interactions between the ocean and the overlying atmosphere near sea surface temperature (SST)
fronts. We find that using different SST datasets affects the results, due to slight differences in the representation of the
location of the maximum SST gradient. To understand this, we develop a new index which relates to the degree of dis-
turbance of the SST front. The new index produces regression results that are more consistent across the different data-
sets. We also identify some possible links between the frontal disturbance and the presence of ocean eddies. We advise
that the sensitivity to dataset choice is given due consideration in regions near SST fronts.
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1. Introduction Kuroshio Extension (KE) and Oyashio Extension (OE; also
sometimes referred to as the subarctic current or front), lo-
cated at around 35° and 41°N, respectively (Kwon et al. 2010).
The OE is associated with strong gradients of sea surface tem-
perature (SST) and salinity, whereas the KE is more clearly
defined by a gradient in sea surface height (SSH) (Qiu et al.
2017; Zhou and Cheng 2021). These features are shown sche-
matically in Fig. 1. The region is complex, with several diverg-
ing and converging currents between the two extensions
(Kida et al. 2015; Yasuda 2003).

The strong meridional gradients of SST in the OE region
may act to enhance baroclinicity and anchor the storm track
in the overlying atmosphere (Hoskins and Valdes 1990; Naka-
mura et al. 2008) and have been the focus of numerous obser-
vational and modeling studies concerning air-sea interactions
P Supplemental information related to this paper is available  (Kwon et al. 2010; Frankignoul et al. 2011; Taguchi et al.
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Oceanic western boundary currents (WBCs) transport sig-
nificant quantities of heat eastward and poleward in both the
North Atlantic and Pacific Oceans. In the Atlantic, the WBC
is the Gulf Stream, while in the Pacific, the configuration is
different: to the south is the Kuroshio, while to the north and
forming part of the subpolar gyre is the Oyashio (Qiu 2019).
Both currents turn eastward away from the coast of Japan
and into the Pacific basin where they are known as the

Denotes content that is immediately available upon publica-
tion as open access.

heat fluxes associated with mesoscale air-sea interaction are
robust in the vicinity of WBCs (Seo et al. 2023). The SST sig-
Corresponding author: Richard J. Hall, rjhall@imperial.ac.uk nal from mesoscale processes such as eddies and SST fronts
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FI1G. 1. Schematic of the location of fronts referred to in the text.
KE: Kuroshio Extension; KENB/KBF: Kuroshio Extension North-
ern Branch/Kuroshio Bifurcation Front; OY: Oyashio Current;
SAC: Subarctic Current; OE: Oyashio Extension (143°-173°E;
shown in white); J1, J2: Isoguchi jets. Background field is the mean
DJFM meridional SST gradient from the Reynold optimally inter-
polated (OI) SST dataset. Meridional lines (1 and 2) mark the
longitudinal segment within the OE used to calculate the FDI
(155°~164°E). Data are not detrended.

modifies the surface turbulent heat and momentum fluxes and
causes local responses in the marine atmospheric boundary
layer (Small et al. 2008). This in turn drives a nonlocal re-
sponse in the storm track (e.g., Czaja et al. 2019; Seo et al.
2023). A poleward decrease in sensible heat flux across the
frontal zone sustains the strong near-surface baroclinicity
against the relaxing effect of strong poleward eddy heat trans-
port (Sampe et al. 2010).

A better understanding of the nature of SST variability and
associated air-sea interactions along oceanic frontal zones
will improve the process-level understanding of ocean-to-
atmosphere feedbacks as well as the performance of model
simulations. Crucial questions are the extent to which air—sea
interactions over the OE region influence the wider atmo-
spheric circulation and how this depends on the sharpness
and location of the SST gradient and magnitude of the associ-
ated SST anomalies more generally (Small et al. 2019). Many
modeling studies (e.g., Smirnov et al. 2015; Ma et al. 2017;
Kuwano-Yoshida and Minobe 2017; Yook et al. 2022) impose
observed SST anomalies in the Kuroshio—Oyashio Extensions
(KOE) region in an atmospheric model to investigate causal
linkages. The atmospheric response may depend on the spa-
tial resolutions both of the model and of the imposed SST
anomalies. Only when the model has sufficient horizontal res-
olution can the full impact of mesoscale forcing by SST fronts
on the storm track be correctly simulated (e.g., Smirnov et al.
2015; Ma et al. 2017).

To address these questions concerning air—sea interactions,
there must be high confidence in determining the location and
shifts in these SST frontal zones and the nature of the associ-
ated SST anomalies. Frankignoul et al. (2011) developed an
OE index (OEI) based on the location of the maximum SST
gradient in the OE region (145°-170°E), which has been used
in a number of subsequent studies (e.g., Smirnov et al. 2015;
Qiu et al. 2017; Wu et al. 2018; Yao et al. 2018a,b). Frank-
ignoul et al. (2011) identified that north-south shifts in the
SST front were associated with large-scale atmospheric re-
sponses up to 3 months later. Subsequent work (Qiu et al.
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2017) concluded that the western (145°-153°E) and eastern
(153°-173°E) sections of the OEI were in fact uncorrelated on
a synchronous basis over a range of different time scales, al-
though lagged relationships did occur. The different sections
of the front were driven by different physical mechanisms
(Wu et al. 2018) and were associated with different SST
anomaly patterns. Other studies identify SST frontal indices
based on simple regional anomalies, although these are
often applied to the general KOE region (e.g., 36°-42°N,
140°-171°E) and may provide different information about
air-sea interactions that are not necessarily connected to
shifts in SST fronts (e.g., Taguchi et al. 2012; Wills and
Thompson 2018). It is also possible to identify SST fronts
from SST gradients using pixel-based high-resolution satellite
images at daily resolution (Wang et al. 2021).

The reliability of analyses of SST-front-driven air-sea inter-
actions depends on the ability of SST datasets to accurately
represent the SST front. New high-resolution gridded SST
datasets are available, with horizontal resolutions commonly
of 0.25° in latitude and longitude or higher. The credibility of
these SST products depends upon the availability of observa-
tions and the gridding procedure used (Huang et al. 2021).
Gridded SST datasets capture large-scale modes of variability
such as El Nifilo—Southern Oscillation (ENSO) with high cor-
relations between time series derived from different datasets
(Yang et al. 2021). However, at the scale of SST fronts, the
sharpness of a front in the dataset is not necessarily propor-
tional to the grid resolution used (Martin et al. 2012; Fiedler
et al. 2019). These differences are related to distinctive re-
trieval and interpolation methods and interpolation grid size
and bias correction of input data (Yang et al. 2021).

We are therefore motivated to calculate the OEI for a
range of SST datasets to determine first their level of agree-
ment and second to identify whether the differences impact
significantly on the interpretation of air—sea interactions. We
focus on late winter (January—-March) as turbulent heat fluxes
are stronger in winter and the mean position of the storm
track is collocated with oceanic fronts in winter but not in
summer (Nakamura et al. 2004). We also investigate whether
any discrepancies in the OEI have any physical basis. We find
that the OEI interaction with atmospheric variables is dataset
dependent. This leads us to develop a new index, the frontal
disturbance index (FDI). The data used are described in
section 2, and methods are explained in section 3. Section 4
presents our results, and section 5 is a discussion and sum-
mary of our findings.

2. Data

Reliable high-resolution SST datasets which resolve meso-
scale processes are required. One option is to obtain these
from the newest generation of gridded observational datasets,
with increased temporal and spatial resolution. The National
Oceanic and Atmospheric Administration (NOAA) optimum-
interpolated (OI) SST, version 2.1, dataset (Reynolds et al.
2007; Banzon et al. 2016; Huang et al. 2021) is available at
daily resolution on a 0.25° grid from 1981 to the present for
the Advanced Very High-Resolution Radiometer (AVHRR)-
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only product. The Operational Sea Surface Temperature and
Sea Ice Analysis (OSTIA) dataset (Donlon et al. 2012; Good
et al. 2020) is available from October 1981 onward at a daily
resolution on a 0.05° grid. In addition, we use the Group
for High-Resolution SST Multi-Product Ensemble (GMPE,
Martin et al. 2012; Fiedler et al. 2019) analysis for 1981-2016
at daily resolution on a 0.25° grid. The GMPE uses an ensem-
ble of six high-resolution products (including OSTIA and OT;
Fiedler et al. 2019) and takes the ensemble median value for
each grid box, having regridded the data to a common grid.
Details of the method are described by Martin et al. (2012).
We also compare these products to the SSTs in the ERAS
reanalysis (Hersbach et al. 2020), available on a 0.25° grid
with an hourly time step from 1940 onward. ERAS uses
Hadley Centre Sea Ice and Sea Surface Temperature dataset,
version 2.1.0 (HadISST2.1.0), for the period to 2007 (at 5-day and
1° resolutions; J. J. Kennedy 2023, personal communication) and
OSTIA thereafter. None of these datasets are independent, as
they use many of the same satellite and in situ data sources; how-
ever, they are selected as being representative of typical datasets
that may be used in the analysis of air-sea interactions. We calcu-
late monthly means of daily data for the common period January
1982-December 2016, regridding to a common 0.25° grid. The
OEI and FDI are calculated separately for each SST
dataset (see section 3). While this regridding enables a better
comparison of datasets, the actual resolutions are still different
and will reflect the original data assimilation and interpolation
schemes: a highly interpolated dataset will lose spatial resolution,
with a smoothing out of mesoscale patterns. The use of low-
resolution SST data in reanalyses means that the SST frontal im-
pacts on the atmosphere may be underestimated (Zhou and
Cheng 2021).

Atmospheric and surface flux variables [sea level pressure
(SLP), meridional wind, temperature, total precipitation, and
vertical velocity (omega)] at 0.25° horizontal resolution are
obtained from the ERAS reanalysis, to assess the impact of
different OEI and FDI indices on storm-track variability.
SSH data are obtained from the Copernicus Marine Environ-
ment Monitoring Service (CMEMS). This is an altimeter sat-
ellite product available as gridded data at 0.25° and daily
resolution, from 1993 (https://doi.org/10.48670/moi-00148).

3. Methods
a. Definition of the Oyashio Extension Index (OEI)

Following Frankignoul et al. (2011), we calculate the OEI
as the monthly standardized principal component (PC) time
series for the first empirical orthogonal function (EOF) of the
latitude of the absolute maximum meridional SST gradient
for the September—April period, based on the monthly SST
data. This period is chosen to avoid the summer season be-
cause the summer SST gradient has different characteristics.
We identify the latitude of the maximum SST gradient at
each longitude over the OEI region at each time step but re-
strict the EOF calculation domain to the eastern part of
the region (35°-47°N, 153°~173°E) following Qiu et al. (2017).
We detrend the latitude of maximum SST gradients using a
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third-order polynomial fit for the 1982-2016 period to remove
low-frequency variability that may bias the results, and the
mean seasonal cycle is removed by subtracting the climatolog-
ical monthly means prior to the calculation of the EOF.

Based on the monthly OEISs calculated from each dataset as
above, three additional versions of the OEI are calculated for
the December-March (DJFM) seasonal window: 1) monthly,
2) seasonal mean, and 3) monthly intraseasonal (anomalies
from the seasonal mean for each year). These indices allow us
to compare how similar the indices are at different temporal
resolutions. The OEIs from different datasets for each of these
versions are compared by computing pairwise correlation coef-
ficients, and a time series of average pairwise differences (the
“difference index”) is calculated for the September—April
monthly time series.

b. Definition of the FDI

The OE SST front is relatively weak and diffuse in the cen-
tral portion of the domain (Fig. 1). To assess the extent to
which the location of OE front departs from the climatology
across this section, we compute a FDI as follows. First, we cal-
culate the detrended (third-order polynomial fit) standardized
anomaly of the latitude of the SST front F as the latitude of
the maximum SST gradient ¢ as a function of longitude A and
time (t = 1, ..., N) within 155°-164°E:

F (bz,/\ - $/\

= TN - 2’
\/ﬁ; (d’t’,\ - d)).)

1

where the overbar denotes time mean. Then, we find the
root-mean-square deviation of these standardized anomalies
with respect to longitude (/ =1, ..., M):

1 M
FDI, = 1\_4;1 P, )

Higher FDI values indicate a higher overall departure from
the climatological time mean.

A schematic diagram of the FDI calculated for synthetic
data is shown in Fig. 2. Here, the climatology has an FDI
value of zero, the minimum possible. The FDI is proportional
to the absolute magnitude of the mean displacement from cli-
matology (red and blue lines have equal FDI values but are
on opposite sides of the climatology; the gray line has a higher
FDI as it is further from the climatological front). The green
line is zonal in orientation but has an FDI of 4.5 as it inter-
sects climatology at an angle, with increasing differences fur-
ther from the intersection. The two stepped lines are the
reverse of each other. However, their FDIs are different; for
the orange line, the step down is broadly aligned with clima-
tology, whereas in the purple line, as climatological values de-
crease eastward, the step broadly increases in latitude. These
examples show that the FDI captures both absolute depar-
tures from the time-mean latitude, and the extent to which
the maximum SST gradient makes large latitudinal jumps be-
tween adjacent longitudes, although this is also dependent on
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F1G. 2. Diagram of synthetic data simulating different locations
of maximum SST gradients, over the longitude and latitude range
of the central section of the OE (155°~164°E). The synthetic clima-
tological maximum SST gradient is shown by the bold black line,
and five different synthetic gradient locations are shown, together
with the FDI value for each.

the alignment of the jump with the angle of the climatological
SST front.

In the SST datasets analyzed here, the range of FDI values
is around 0.3-1.9. For use in asymmetric regression, we re-
move the climatological monthly mean FDI from the time se-
ries, and thus the large negative FDI values indicate the
frontal positions close to climatology.

c¢. Other calculations

To assess physical mechanisms that might be linked to the
FDI, we isolate oceanic mesoscale features (including coher-
ent eddies) in the region 150°-170°E, 30°-50°N. We use a
two-dimensional fast Fourier transform (FFT) spatial filter to
isolate high and low wavenumbers in the SST data. We filter
daily data using a filter length scale of 420 km as a cutoff
(wavenumber equal to 0.0024 km™') to separate eddy length
scales from larger scales and then calculate the monthly stan-
dard deviation of the resulting data. The high-pass filter iso-
lates the mesoscale eddies but produces a field with a lot of
noise. To identify any large-scale patterns in the mesoscale
eddies, we additionally apply a FFT low-pass spatial filter
with the same cutoff as the high-pass filter to the monthly
standard deviation fields of the high-pass data. For full details
of the method used, see Sroka et al. (2022). For comparison,
we also calculate daily surface eddy kinetic energy from the
SSH according to

2
_1 2 2\ 1 7g8h’2 (gah’)
EKE =2 (i +v) = 2[( ) @

where u;, and vy are the zonal and meridional components of
the geostrophic current anomaly, respectively; fis the Coriolis
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parameter, g is the gravitational acceleration; 4’ are the daily
SSH anomalies from the climatological mean; and y and x are
distances along the latitudinal and longitudinal directions, re-
spectively. No spatial filtering is applied to (3). A monthly
mean EKE is calculated, detrended with a third-order polyno-
mial trend.

We calculate the monthly standard deviation of 8-day high-
pass-filtered 500-hPa vertical velocity (omega) by applying a
four-point high-pass Butterworth filter to the daily data, iso-
lating variability at the synoptic time scale. This can give an
indication of storm-track activity, increased variance being as-
sociated with passage of low pressure systems, where en-
hanced upward and downward vertical velocities can occur in
different locations within the same system, associated with
warm and cold sectors and fronts. We also calculate the
850-hPa meridional heat flux (v'7”) and 300-hPa wind vari-
ance (v'v’), where v and T’ are the 2-8-day bandpass-
filtered meridional wind and temperature using a four-point
Butterworth filter. We also calculate indicators of surface
storm tracks, using an alternative high-pass filtering ap-
proach involving daily differencing (Wallace et al. 1988).
We apply this to 850-hPa meridional wind and total precipi-
tation. In addition, the Eady growth rate (EGR) at 800 hPa
is calculated according to

g 96

EGR =-031 —>—— 4
G NGO, dy’ “)

where N is the buoyancy frequency, 6 is the potential temper-
ature, and 6, is the climatological monthly mean temperature
(e.g., Small et al. 2014). The EGR is an important measure for
identifying baroclinic eddy development (e.g., Hoskins and
Valdes 1990).

At the mesoscale in WBC regions, there is a local atmo-
spheric response in the marine atmospheric boundary layer.
These responses can then drive nonlocal responses in the ex-
tratropical storm tracks (Czaja et al. 2019; Seo et al. 2023).
We identify these large-scale atmospheric responses associ-
ated with the OEI and FDI by regressing the different atmo-
spheric variables on the monthly time series. We use both
conventional symmetric linear regression and asymmetric re-
gression to accommodate potential nonlinear associations
with respect to the sign of the index (e.g., Révelard et al.
2016). The asymmetric regression method is described in de-
tail in Frankignoul and Kwon (2022). Negative and positive
values of the index (recall the FDI is adjusted by removal of
the climatological mean, creating positive and negative val-
ues) are regressed separately against the relevant time steps
of the detrended anomaly field, having first removed the time
mean for negative and positive index values, separately, from
each set of data to provide an unbiased estimate. Statistical
significance for regressions is determined using the Wald test
(similar to the Student’s ¢ test; Wald 1943), and we present re-
sults for two levels of significance (p < 0.1, p < 0.2). We use
the false discovery rate (FDR; Benjamini and Hochberg 1995;
Wilks 2016) to compensate for spatial autocorrelation and
multiple hypothesis testing and the overinterpretation of re-
sults through the reporting of spurious significant p values.
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TABLE 1. Pearson correlations between the PC-based OEI time series for different SST datasets and for different temporal
resolutions. All correlations are calculated for 1982-2016. All correlations are significant (p < 0.05).

Correlation SONDJFMA separate months DJFM separate months DJFM seasonal mean DJFM subseasonal anomalies
ERAS5 vs Ol 0.72 0.62 0.69 0.49
ERAS vs GMPE 0.71 0.61 0.71 0.46
ERAS vs OSTIA 0.71 0.57 0.75 0.24
OI vs GMPE 0.81 0.78 0.88 0.58
OI vs OSTIA 0.80 0.72 0.77 0.53
GMPE vs OSTIA 0.78 0.72 0.86 0.41

4. Results
a. The sensitivity of the OEI to choice of dataset

Correlations between the OEIs show considerable variation
between dataset pairs and depend on the temporal window
and resolution used (Table 1).

The correlations are higher for the September—April monthly
resolution time series than for the extended winter (DJFM)
monthly series, indicating weaker correlations in the winter months.

Correlations for DJFM seasonal means are quite high
(0.69-0.88), while those for subseasonal anomalies are lower
(0.24-0.58). The correlations for time series of separate
DJFM months lie somewhere in between. Correlations with
ERAS and other datasets are generally lower than those be-
tween other dataset pairs.

The September—April (SONDJFMA) OEI with monthly res-
olution shows good agreement across datasets at multiannual

time scales (Fig. 3a), while the difference index shows that
there can be considerable disagreements on monthly time scales
(Fig. 3b). Over the September—April window, there are lower
correlations between ERAS and the other datasets in the winter
months (generally February and March, Fig. 3c). The lower
ERAS correlations in February and March are also present in
the subseasonal anomalies, although here the correlations are
even lower, with increased noise in the datasets at subseasonal
time scales (Fig. 3d). These correlation statistics suggest that the
OEI may be most suitable for use with DJFM seasonal means
for calculating interannual variability.

When atmospheric and SST fields are regressed on these
different OEISs, the results are inconsistent across the datasets,
leading to concerns regarding interpretation when a single da-
taset is used (Fig. S1 in the online supplemental material).
However, this sensitivity stems from the differences in the
OEISs rather than the regression fields. Hence, if OEI time

(c) OEl correlations for different months

4 (a) OEI East, SONDJFMA 1982-2016
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FIG. 3. (a) The OEIs (eastern section; 153°-173°E) for SONDJFMA with monthly resolution based on the four
different SST datasets and (b) the mean absolute difference between the indices, calculated between all indices
(four-dataset difference) and without ERAS (three-dataset difference). (c) Interannual correlations between OElIs
for each month in the window SONDJFMA based on different pairs of SST datasets. (d) As in (c), but for the subsea-
sonal anomalies in DJFM. In (c) and (d), correlations between ERAS and other datasets are shown as dashed lines
and the horizontal dashed lines denote the significance threshold for p < 0.1.
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(a) February mean SST gradient, OSTIA, 1982-2016
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FIG. 4. (a) Spatial pattern of the February mean SST gradient from OSTIA for 1982-2016. White line shows the
February climatological absolute maximum SST gradient. (b) Box-and-whisker plots showing the February latitudinal
distribution of the maximum poleward absolute SST gradient at each longitude, for each dataset for 1982-2016
(OSTIA in blue, OI in gray, and GMPE in orange). The central box at each longitude shows the IQR, and the hori-
zontal black line indicates the median. The whiskers extend from each box by 1.5 times the IQR, and dots indicate

values that occur outside these ranges.

series and SST datasets are swapped, so that, for example, the
OI SST is regressed on the ERAS5 OEIL the same spatial pat-
terns of regression coefficients are obtained as that when re-
gressing the ERAS SST on the ERAS OEL

From the results shown in Fig. 3, ERAS seems to be an out-
lier in that it disagrees with other SST datasets considered.
Thus, we do not consider this SST product further in the sub-
sequent analysis.

b. Reasons for OEI discrepancies

Here, we investigate the differences in the OEI across data-
sets to identify their origin, focusing on the complex spatial
structure of SST gradients within the OE region.

The February-mean SST gradient pattern for the OSTIA
dataset is shown in Fig. 4a. The region does not contain a sin-
gle continuous front: there are parallel fronts, single well-
defined fronts, and regions where the front is poorly defined.
Other datasets have very similar patterns (Fig. S2), and other
months are qualitatively similar (not shown).

The latitudinal occurrences of absolute maximum poleward
SST gradients shown for February (Fig. 4b) illustrate these
distinct regions. Within 150°-155°E and 165°-170°E, there are
strong, well-defined SST gradients corresponding to the loca-
tions of the Isoguchi jets (Isoguchi et al. 2006; Kida et al.

2015; J1 and J2 in Fig. 1). These quasi-stationary geostrophic
jets transport warm water poleward. This explains their con-
sistent representation among the datasets and the relatively
narrow interquartile ranges (IQRs) in Fig. 4b. However, within
155°-165°E, the pattern of SST gradients is more complex. Two
parallel SST gradient fronts are evident from 155° to 160°E [one
near 40°N and the other near 43°N (Fig. 4a and Fig. S2)]. The
broad IQRs on the boxplots here indicate sampling of the maxi-
mum SST gradient from both regions of strong SST gradients
(Fig. 4b), with datasets showing different preferred latitudes at
different longitudes and times. While OSTIA and GMPE show a
skewed distribution with more frequent sampling of the northern
front, the median value for Ol is located further south, particu-
larly between 156° and 157°E, indicating that the maximum SST
gradient occurs more frequently along the more southern SST
gradient region in OI. At around 159°E, OSTIA has a much
wider IQR than either OI or GMPE. Between 160° and 164°E,
there is a more diffuse front, with fragmented sections of stronger
and weaker gradients. In February, this zone of weak overall gra-
dients is broadest latitudinally and may contribute to the low cor-
relations in OEI time series in February (Figs. 3c,d), although it
is evident in other months. Some of the differences between the
OFElIs arise from the central section: either slight differences in
the representations of the relative strengths of the parallel fronts
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TABLE 2. Pearson correlations between the FDI time series for 155°-164°E for different datasets and time steps. All correlations are
over the 1982-2016 period, and all correlations are significant (p < 0.05).

Correlation SONDJFMA separate months DJFM separate months DJFM seasonal mean DJFM subseasonal anomalies
OI-GMPE 0.61 0.55 0.56 0.55
OI-OSTIA 0.76 0.69 0.67 0.55
GMPE-OSTIA 0.64 0.62 0.77 0.40

in its western half means that different latitudes are selected by
the datasets, or over the diffuse, shallow front in the eastern half,
small differences in gradient strength could result in large latitu-
dinal discrepancies between datasets. Other months are qualita-
tively similar and display the same regions of discrepancies (not
shown).

¢. OFE variability and frontal disturbance for 155°-164°E

We now examine the central section of the OE SST front,
using the FDI calculated over 155°-164°E. This longitude
range comprises just under half the length of the OE used to
calculate the eastern OEI (153°-173°E). Recall that a high
FDI indicates the OE front has a large departure from clima-
tology, whereas the smaller the value is, the closer the front is
to climatology. The correlations between the GMPE and
other FDI time series from different datasets, at different
temporal resolutions, are not as strong as those obtained from
the OEI, except for the DJFM subseasonal anomalies which
are of similar magnitude (Table 2, compared with Table 1).
This may be a consequence of the methodology used in con-
structing the GMPE: selection of the median value from an
ensemble at each grid point may not reflect the actual distur-
bance of the front. Correlations between the OI and OSTIA
FDI are of similar magnitude to those of the OEI (greater in
the case of subseasonal anomalies), and the correlations for in-
dividual months are the lowest in December—April (Fig. S3).

During September—April at monthly resolution, the FDI
shows no significant (p < 0.1) correlations with the OEI in
any of the datasets. However, if the OEI and FDI are parti-
tioned based on the negative and positive OEI phases, a dif-
ferent picture emerges. The positive phases of the OEI are

positively correlated (OIL: 0.54; GMPE: 0.59; OSTIA: 0.52)
with the FDI; however, the negative phases of the OEI are
negatively correlated (OI: —0.47; GMPE: —0.54; OSTIA:
—0.50) with the FDI. A high FDI can thus be associated with
both large positive and negative values of the OEIL The FDI
increases as the OE front moves away from the climatological
location in either direction. The relationship between the
OEI and FDI is summarized in Fig. 5.

In February, for the lowest tercile (12 years) of the OEI differ-
ence index (Fig. 3b), six have a low FDI and one has a high FDIL.
Conversely, considering high tercile values, 3 of the 12 years have
low FDI values and seven have high FDI values. This makes
sense as a broken, less well-defined front may well be detected
more ambiguously in different datasets. Additional contributions
to the difference index come from the more well-defined regions
of the front, where differences still occur for each time step.

Using the OI SST dataset and considering the SST gra-
dients in February as an example (Fig. 6), the climatological
mean location of the maximum SST gradient (black curve)
does not coincide with the climatological February mean for
the SST gradient field (shading, Fig. 6a). In the west, it lies be-
tween the two regions of strong poleward SST gradients, a
consequence of the climatological location reflecting fluctua-
tions in the relative strength of the northern and southern
SST fronts. In 1991, sections of the maximum SST gradient
are located well to the north and south of the climatological
SST front (Fig. 6b), with the maximum around 35°N likely as-
sociated with the KE. Such a large overall disturbance results
in a high FDI (1.25). In contrast, in 1995, the maximum SST
gradients are close to but either side of the climatological val-
ues, with an overall more zonal location and a low FDI (0.42).
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FIG. 5. Scatterplots of the monthly OEI against monthly FDI for SONDJFMA, for (a) O, (b) GMPE, and (c) OSTIA datasets, 1982-2016.

Unauthenticated | Downloaded 12/10/24 10:46 PM UTC



300 JOURNAL OF CLIMATE VOLUME 38

. (a) Feb climatology (c) Feb 1995 (low FDI)

b) Feb 1991 (high FDI
50°N (b) Fe (hig )

»
(6]
o
=2
-

latitude

o
SST gradient [°C/100km]

-3
35°N | .
155°E 160°E 165°E 155°E 160°E 165°E 155°E 160°E 165°E
longitude
(d) ol (e) GMPE (f) OSTIA
—— low FDI —— low FDI —— low FDI
0.51 — nigh FoI 0.51 — nigh Foi 0.59 — nigh FoI
— all — all — all
0.4 0.4 0.4 1
Fry
G 0.31 0.3 0.3
c
[}
o
0.2 0.2 0.2 1
0.14 0.14 0.1

0.0 T T T T 0.0 T T T ?
35.0 37.5 40.0 425 45.0 35.0 37.5 40.0 425 45.0

latitude [°N]

FIG. 6. February-mean poleward SST gradient (color shading; °C per 100 km) for (a) February climatology 19822016, (b) February 1991
(a high FDI case), and (c) February 1995 (a low FDI case) from the OI SST dataset. In (a), the locations of the maximum absolute SST gra-
dients are shown with a black solid line which is drawn as black dashed lines in (b) and (c) extending only to 164°E (the extent of the FDI).
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months with the lowest (highest) FDI, and black curve is for all the February months.

d. Physical factors associated with the FDI

The FDI is moderately associated with the magnitude of
the poleward SST gradient averaged over 39°—41°N, 155°-
164°E. Specifically, correlations between the FDI and SST
gradient are 0.43 (OI), 0.30 (GMPE), and 0.38 (OSTIA),
based on monthly data during 1982-2016. All these values are
highly significant (p < 0.01) and indicate that a stronger
(more negative) poleward temperature gradient at 40°N is as-
sociated with a lower FDI, closer to climatology. This implies
a stronger SST gradient at this latitude is more likely to be se-
lected as part of the OE front defined along the maximum ab-
solute SST gradient. In a high FDI case (Fig. 6b), there are
regions of stronger (than climatology) positive poleward SST
gradients to the north and south of 40°N, whereas in the low
FDI case (Fig. 6¢), the gradients along 40°N are the strongest
in the domain. The probability density functions in Figs. 6d—f
reinforce this. There is a clear increase in occurrences of max-
imum SST gradients at around 40°N for low FDI months
(blue lines), while for high FDI years, this frequency de-
creases, with increased frequency particularly at lower lati-
tude (35°-37°N, red lines, in the KE region). There is a

secondary frequency peak at around 43°N, where changes in
frequency are dependent on dataset. The significant correla-
tions between the FDI and the SST gradient magnitude at
~40°N are modest. The magnitude of the SST gradient ex-
plains only a part of the FDI, and it is likely to be a result of
interactions between a range of variables related to local SST,
SST gradients, and SSH gradients, some of which may be
nonlinear.

Below and in section 4e, we recalculate the OI and OSTIA
indices for an extended period (1982-2021). We do not extend
the GMPE indices as at the time of writing, there is a gap in
this dataset for much of 2017. We now consider whether me-
soscale oceanic eddy activity has any influence on the FDI.
The amplitude of mesoscale eddy activity is calculated from
the monthly standard deviation of daily OI SST data that
have been high pass filtered by application of a spatial FFT fil-
ter (section 3c; Fig. 7). There is high mesoscale eddy activity
in the region between the KE and OE (~35°-40°N; Fig. 7a).
In addition, there is increased eddy activity along the two
quasi-stationary regions of strong SST gradient associated
with the OE Front (150°-155°E, 40°-44°N, and 165°-170°E,
40°—43°N).
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FI1G. 7. (a) OI SST monthly standard deviation of spatially high-pass filtered daily data averaged over DJFM, 1982-2021. Black contours
show the DJFM mean SST. (b) Monthly standard deviation of daily spatially high-pass filtered SST, with additional low-pass filter applied
to the monthly standard deviations prior to regression, regressed against the OI FDI (for positive FDI months only). (c) Monthly mean
EKE standardized anomalies regressed against the OI FDI (positive regression only), 1993-2021. Stippling indicates significance at
p < 0.1 (fine black) and p < 0.2 (coarse gray) after the application of the FDR. The monthly SST data are detrended prior to regression.
The DJFM mean location of the OE is shown in (a) white and (b),(c) magenta.

The FFT-filtered OI SST fields regressed onto the FDI for
December-March (at monthly resolution) result in signifi-
cantly increased mesoscale eddy energy in the positive regres-
sion (Fig. 7b) to the north of the climatological SST front.
The eddy energy increase overlaps the front in the western
part of the FDI domain, while it decreases in the eastern part
of the front. Here, the additional low-pass filtering cleans up
the very noisy high-pass-filtered fields. A similar pattern is ob-
served using OSTIA data, although the field is noisier and re-
sults are not significant (not shown). The regressions were
repeated for December—January or January-February and
showed significance using both OI and OSTIA (not shown).
A high FDI indicative of a more disturbed maximum SST
gradient is thus associated with increased eddy activity to the
north.

To confirm the association between mesoscale eddy activity
near the Oyashio Extension SST front and the FDI, we re-
gress the eddy kinetic energy (EKE) monthly mean standard-
ized anomalies against the OI FDI (Fig. 7c). In broad
agreement with the results derived from the FFT-filtered SST,
albeit with less widespread statistical significance, the regres-
sion indicates increased eddy activity with increasing FDI
along and to the north of the SST front for a positive FDI
(the climatological mean FDI is removed to create positive
and negative values). Increased eddy activity is thus associ-
ated with increased disturbance of the SST front where it is
more weakly defined. Results are qualitatively similar using
the OSTIA FDI or monthly standard deviation of daily stan-
dardized EKE anomalies (not shown) at each grid point, sug-
gesting a shift in both the mean and spread of EKE with an
increased FDI. A simple monthly EKE index over the north-
ern part of the FDI domain (155°-165°E, 41°—45°N) is signifi-
cantly correlated (r = 0.48 for OI, r = 0.57 for OSTIA,

p < 0.05) with the positive phase of the FDI for January and
February, indicating that a proportion of the positive FDI is
explained by mesoscale eddy activity. There is no significant
correlation between the EKE index and the positive phase of
the OEIL While the FDI shows an association with SST meso-
scale eddy activity, there is no significant association with
local unfiltered SST variability (not shown).

e. Impacts of changes in frontal disturbance

Thus far, our focus has been on the mesoscale (SST fronts
and mesoscale eddy activity in the Oyashio Extension region).
We now address whether the variability of the FDI and OEI
is manifested in large-scale atmospheric fields over a North
Pacific domain (140°-240°E, 30°-60°N) by regressing the vari-
ous storm-track metrics and SLP against the FDI, using the
extended period to 2021. We examine significant regressions
at 1-month lag between the respective FDI and OEI in January
and February (JF) and the February and March (FM) atmo-
spheric fields, at monthly resolution. This time lag is chosen to
capture the influence of the changes in frontal disturbance or
OE shift on the atmosphere, avoiding atmospheric influences
on the ocean which dominate at zero lag. Our focus is on win-
ter, when turbulent surface heat exchanges are strongest and
the mean position of the storm track is more closely aligned
with the oceanic fronts. Significant changes can also be ob-
served at longer lags (not shown); however, we do not aim to
be exhaustive here. We focus on a small number of metrics for
clarity and also average the indices from the OI and OSTIA
datasets, to reduce noise.

Symmetric and asymmetric regression results are summarized
in Fig. 8, with statistical significance at p < 0.1 and p < 0.2 indi-
cated by dark and light blue shading, respectively, where signifi-
cance after adjusting with the FDR is considered downstream

Unauthenticated | Downloaded 12/10/24 10:46 PM UTC



302 JOURNAL OF CLIMATE VOLUME 38
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(b) February-March atmospheric field
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Fi1G. 8. Grid showing where significant regression coefficients occur in the 160°E-140°W, 30°-55°N region of regression maps of (a) the
JF FDI and (b) the JF OEI, for indices derived from each dataset against atmospheric and storm-track variables. The symbols +, —, and s
denote positive, negative, and symmetric regression cases, respectively. Light blue indicates that the regression map shows regions of
significance at p < 0.2, and dark blue indicates that there is significance at p < 0.1, after application of the FDR. SD = monthly standard

deviation of daily high-pass-filtered or daily-differenced data.

of the OE front (160°E-140°W, 30°-55°N). Recall that for these
regressions, we remove the climatological mean FDI to create
positive and negative values. There are fewer significant regres-
sions for negative FDI (little OE disturbance) but more fre-
quent ones for the positive FDI (strong OE disturbances),
while the FDI also frequently exhibits significant symmetric as-
sociations with the atmospheric variables. For the OEI, all but
one of the significant regressions are for positive OEIs. The
only significance for the negative OEI occurs for the meridional
winds. Overall, the asymmetric regressions on OEls are too
weak to lead to significant symmetric regressions.

A simple score quantifies the agreement of any statistical
significance between datasets for each index: if indices from
both datasets (excluding the mean index calculated as the av-
erage of the OI and OSTIA indices) show significant positive
associations with an atmospheric variable, a score of two is
awarded for a p < 0.1 significance level and one for a p < 0.2
level. There is no agreement of significance between the
OSTIA and OI OEI The weaker regressions onto OEIs may
mean any signal is hard to separate from noise, hence the re-
duced significance. Spatial correlations indicate the spatial de-
gree of similarity between regressions for each index, derived
from different datasets. While there is relatively little differ-
ence between these correlations for positive and negative
regressions, the symmetric regressions for the FDI have a
spatial correlation consistently 0.19-0.49 higher than the equiva-
lent regression of OEL

All calculated regression maps for indices from both data-
sets are shown in Figs. S4-S9. Here, we present the regression
maps for the OEI using the mean OEI averaged over two
datasets (Fig. 9). All significant regressions occur for the

positive regression case, when the OE is shifted northward,
with the exception of a significant negative regression for me-
ridional wind differences (Fig. 8b). A significant (p < 0.1) low
SLP anomaly monopole is centered over the Aleutian Islands
(Fig. 9a), and significant regression coefficients for the storm-
track metrics occur consistently on the southern flank of the
low pressure anomalies: a northward shift of the OE is associ-
ated 1 month later with increases in the standard deviation of
meridional wind and total precipitation daily differences and
an increase in 800-hPa EGR, mainly between 180° and 140°W
(Figs. 9b-d). This indicates an eastward extension of storm-
track activity downstream of the OE. The daily-differenced
parameters are associated with the transit of low pressure sys-
tems along the storm track. The increased variability reflects
the increased passage of fronts or stronger storms, which are
accompanied by changes in wind direction, and the warm and
cold sectors, where rainfall and meridional winds are more
vigorous and more changeable.

For the regression maps using the FDI (Fig. 10), the low
pressure anomaly is centered around 5° further south than for
the OEI (Fig. 10a). In addition, there is significance (p < 0.1)
for positive regressions with 500-hPa omega (Fig. 10b) be-
tween 180° and 140°W. Descending cold air (positive omega)
is associated with the cold sector behind the cold front, and
ascending warm air (negative omega) is linked to the warm
front ahead of the warm sector, which will combine to increase
variability of omega when storm-track activity increases.

An increase in SST front disturbance from climatology
(a positive FDI) is associated with a southward-shifted low
pressure monopole (relative to the OEI) a month later, with
increased storm-track activity to the south of the monopole.
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FIG. 9. Asymmetric (positive) regression on the dataset-averaged
OEI, 153°-173°E for JF, for various FM atmospheric fields related
to storm tracks. Maps are only shown where there are significant
regression coefficients (p < 0.2), after the FDR is applied. Shading
shows significance at p < 0.2 (coarse gray) or p < 0.1 (fine black).
The solid black line shows the mean position of the OE front.
Green contours show the climatological mean values of the respec-
tive atmospheric field. Contour intervals: 10 hPa (SLP); 2 m s~ !
(v wind differences); 5 mm (total precipitation differences);
0.25day ! (EGR).

The increase in EGR and meridional wind differences is on
the southern flank of the climatological storm track. Interest-
ingly, there are no significant regressions for either 300 v’v" or
850-hPa v'7T” using the averaged indices, although we only
consider a 1-month lag for specific months.

Significant negative regressions are found when the EGR is
regressed onto the average FDI, using the time steps where
the FDI is negative (Fig. S10e). As the FDI becomes less neg-
ative (shifts away from climatological frontal position), EGR
increases in the Eastern Pacific, but then as the FDI becomes
positive (more strongly disturbed), the EGR increase shifts to
the south (Fig. 10). In addition, many atmospheric variables
show a significant symmetric response to the average FDI
(Figs. S10a—d). An increase in SLP in the eastern Pacific at
around 30°N is associated with a poleward shift of significant
storm-track responses.

Whereas the spatial patterns of significant regression coeffi-
cients for the OEI and FDI in positive regression show an
eastward extension of the storm track (Figs. 9 and 10), the
FDI responses are also shifted to the south. As discussed in
section 4c, the positive phases of the FDI and OEI are signifi-
cantly positively correlated (r = 0.52-0.59), suggesting that
the atmospheric response to each time series in this phase
would show some similarities.
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FIG. 10. As in Fig. 9, except that regressions are on the positive
values of the average FDI. Note that the color bar scales are differ-
ent from those in Fig. 9. Climatological 500-hPa omega high-pass-
filtered SD contour interval: 0.1 Pas™! (green contours).

As seen in section 4d, the FDI is an indicator of ocean me-
soscale eddy variability, so an increase in mesoscale eddy ac-
tivity poleward of 40°N in the central OE region is associated
with increased storm-track activity. The regressions of the
positive phase of the EKE index (section 4d) for the storm-
track metrics and SLP indicate significant downstream re-
sponses (Fig. S11). It is notable that significant responses are
strong, even over the shorter time period available for the
EKE index (1993-2021), and extend further downstream to
the east Pacific.

5. Discussion and summary

We have shown that certain features of the OEI and subse-
quent regressions with atmospheric fields are dataset depen-
dent. Dataset selection is therefore an important aspect of a
study’s design, and we would recommend considering more
than one dataset, along with using different metrics for quan-
tifying the SST fronts, to identify the robust features of air—
sea interactions. SSTs used in ERAS in particular appear to
be an outlier, showing weaker correlations with indices from
other datasets, and markedly different responses in regression
maps. On average, ERAS underestimates the SST variability
in the KE region compared with an ensemble median of SST
datasets (Yang et al. 2021). These WBC regions have higher
mesoscale eddy activity, and it is possible that the SSTs used
in ERAS underestimate the SST fluctuations in this region
(Sroka et al. 2022). Calculating the amplitude of the SST
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mesoscale eddy activity for ERAS, as for Fig. 7a, confirms this
(not shown). As ERAS uses HadISST2.0 data prior to 2007,
and OSTIA thereafter, this discontinuity could be a cause of
the discrepancy between ERAS and the other datasets.

It is commonplace to use different SST datasets with atmo-
spheric variables from a reanalysis such as ERAS. In reanaly-
ses, SST is a boundary condition and the lower-tropospheric
variables used here are likely primarily constrained by atmo-
spheric data. The partitioning of the influence of the atmo-
spheric data and SST boundary conditions is difficult to
quantify. However, the impact of SSTs may be greater for the
surface heat fluxes and precipitation, which are less well con-
strained by observations, which should be borne in mind
when performing such analyses.

Differences in the representation of the OEI between data-
sets result from different representations of the SST gradient,
particularly in the relatively weak central portion of the SST
front. The FDI is a novel index designed to quantify the dis-
turbance of the maximum SST gradient in the central section
of the OE.

The association of positive FDI with mesoscale eddy vari-
ability is interesting but cannot be easily explained within the
scope of this paper. Eddies can erode the SST front through
increased surface heat loss (e.g., Nonaka et al. 2009). How-
ever, recent studies indicate that eddies may also act to main-
tain SST fronts, through vertical heat transport replenishing
the heat lost from the surface (Jing et al. 2020). Tang et al.
(2022) report that most eddies weaken the SST gradient
within the eddies, but induce the redistribution of the SST
front in the surrounding ocean, which varies according to
whether eddies are cyclonic or anticyclonic. Kuwano-Yoshida
and Minobe (2017) using a model experiment showed that de-
creased SST gradients can induce an eastward extension of
storm-track activity over the North Pacific. This is consistent
with the southeastward increase of storm-track activity found
for positive FDI and associated mesoscale activity and re-
duced SST gradient. There is also a southward displacement
of the storm-track response to the positive FDI. This is similar
to the results of Gan et al. (2023), where mesoscale ocean eddy
activity in the downstream KE region is associated with ocean
warming, inducing surface wind convergence and upward mo-
tion. Increased fine-scale diabatic heating in the lower tropo-
sphere and moisture supply from the warmer water below
enhances updrafts which cool the midtroposphere. Background
northwesterly winds spread the cooling with an associated south-
ward displacement of atmospheric synoptic eddy activity. A simi-
lar mechanism may apply in our study with enhanced ocean
eddy activity in the OE region. In contrast to our results, Ma et al.
(2017) find that a southward shift in the storm track is associated
with removing mesoscale eddy activity in the KE region; how-
ever, their focus is a much broader region over the KOE domain
whereas our focus is near and to the north of the OE.

The increased mesoscale eddy activity to the north of the
OE front and increased FDI are associated with increased
storm-track activity one month later. This is consistent with
previous model results (Jia et al. 2019) where atmospheric
baroclinic growth is modified via the presence of oceanic ed-
dies. This results in increased moisture content in the marine
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atmospheric boundary layer and possibly enhanced cyclogen-
esis via moist baroclinic instability. The origins of this eddy
activity have not been determined and will be left for future
research; however, there may be links with KE variability
(Fig. S12 suggests that a high FDI is associated with increased
meandering in the upstream portion of the KE, while the low
FDI is associated with a more zonal, less meandering flow)
and the strength of the Isoguchi jets (Isoguchi et al. 2006; Seo
et al. 2014; Sugimoto and Hanawa 2011; Sugimoto 2014).

We have found that the storm-track responses associated
with the OE have a significant asymmetric component. The
positive regression phase for OEI and FDI shows some simi-
larities, and the time series show moderate positive correla-
tions in the positive phase. Both the northward shift of the
OE in its positive phase and the increasing shift away from
the climatological front position for the FDI are associated
with increased downstream storm-track activity and a mono-
pole of low pressure near the Aleutian Islands. In the case of
the OEI, the storm track extends eastward, whereas for the
FDI, there is also a southward shift. The significant impact of
the northward shift of the OE (a more positive OEI) can be
understood in the context of storm tracks being anchored on
the northern flanks of SST fronts; high baroclinicity is main-
tained by the contrast in heat supply across the SST front
(e.g., Nakamura et al. 2008), so that shifts in the SST fronts
will have an impact on the storm track.

The OEI appears to perform poorly as a measure of high-
frequency (i.e., storm-track-related) air-sea interaction using
a 1-month lag between the OEI and the subsequent storm-
track variable and when considering consistency of any statis-
tical significance between datasets. Previous research has
identified more significant air-sea interactions than found
here due to different research foci. For example, Frankignoul
et al. (2011) examine the OEI in the context of large-scale at-
mospheric variability. Indeed, their results are consistent with
those presented here as they find little significance at 1-month
lag, but there were stronger signals at lags of 2-5 months. In
addition, our focus is winter, whereas Frankignoul et al.
(2011) find a strong response based on all months as well as
with an August-October index and November—January atmo-
spheric fields. Using our approach, we indeed find significant
responses to the OEI at lags over these longer periods, both sym-
metric and asymmetric (not shown). Furthermore, Frankignoul
et al. (2011) consider a different time period (1982-2008) and use
different datasets, both of which can contribute to differences in
results (cf. Zhou and Cheng 2021).

The growth in high-frequency weather systems as indicated
by the storm-track response may subsequently lead to
changes in diabatic heating and momentum and heat fluxes by
these high-frequency systems, with subsequent changes in the
jet stream. However, in the present study, we do not consider
the FDI impacts at different lag times which may reveal such
responses. Neither do we compare early and late winter dif-
ferences, or differences at other times in the year. Investigat-
ing the physical mechanisms which link fluctuations in the
positive FDI to changes in the storm track is also left for
future research. Here, we simply present the FDI as a comple-
mentary approach to identifying high-frequency air-sea
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interactions, which at short time scales with a lag of around
1 month produces consistent large-scale atmospheric responses
when using different datasets to derive the index.

The key findings of the study are summarized below:

1) The OEIs obtained from different datasets show consider-
able variation. Correlations are stronger on seasonal time
scales but weak on a subseasonal scale. We do not recom-
mend using indices such as the OEI for identifying
subseasonal variability in air—sea interactions, due to the
large discrepancies between datasets at this temporal
scale. Identifying a single best dataset to use for defining
the OEI is not clearly achievable.

2) These differences arise from slight differences in the rep-
resentation of SST gradients in the considered datasets,
particularly in the more complex central regions where
there are parallel fronts or fronts are weak.

3) We develop a new index, the FDI, to quantify the com-
plex central region of the OE and the extent to which the
SST gradient deviates from climatology. This new index is
associated with the strength of the SST gradient at 40°N.
This gradient is in turn affected by fluctuations in ocean
mesoscale eddy activity to the north and south. It can be
used to identify air—sea interactions at shorter time lags
than the OEI and is an indicator of mesoscale eddy activ-
ity in the OE region.

4) The FDI has both symmetric and asymmetric associations
with storm-track responses. When the average deviation
from climatology is high, a further increase in disturbance
is associated with an eastward extension and southward
shift of the storm track. These responses are linked to
ocean mesoscale eddy activity in the region.

5) Similarly, the response of storm-track metrics to the north—
south shifts of the OE front (the OE index) is asymmetric.
It is the positive regression phase that shows most signifi-
cance (when the OE front is shifted to the north).

6) The FDI produces a more robust air-sea interaction sig-
nal with storm-track metrics than the OEI, for the
1-month time lag considered here, as there is more agree-
ment in statistical significance between the regressions
based on indices calculated from the different SST data-
sets and the significance of the regressions is often at a
higher threshold. The reason for the difference between
the OEI and FDI in terms of the time taken for significant
responses to emerge needs to be investigated in a future
study. It seems that at a 1-month lag, the OEI response is
too weak to achieve consistent statistical significance.
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