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ABSTRACT

Simulations of the El Niño–Southern Oscillation (ENSO) phenomenon and tropical Atlantic climate
variability in the newest version of the Community Climate System Model [version 3 (CCSM3)] are
examined in comparison with observations and previous versions of the model. The analyses are based upon
multicentury control integrations of CCSM3 at two different horizontal resolutions (T42 and T85) under
present-day CO2 concentrations. Complementary uncoupled integrations with the atmosphere and ocean
component models forced by observed time-varying boundary conditions allow an assessment of the impact
of air–sea coupling upon the simulated characteristics of ENSO and tropical Atlantic variability.

The amplitude and zonal extent of equatorial Pacific sea surface temperature variability associated with
ENSO is well simulated in CCSM3 at both resolutions and represents an improvement relative to previous
versions of the model. However, the period of ENSO remains too short (2–2.5 yr in CCSM3 compared to
2.5–8 yr in observations), and the sea surface temperature, wind stress, precipitation, and thermocline depth
responses are too narrowly confined about the equator. The latter shortcoming is partially overcome in the
atmosphere-only and ocean-only simulations, indicating that coupling between the two model components
is a contributing cause. The relationships among sea surface temperature, thermocline depth, and zonal
wind stress anomalies are consistent with the delayed/recharge oscillator paradigms for ENSO. We specu-
late that the overly narrow meridional scale of CCSM3’s ENSO simulation may contribute to its excessively
high frequency. The amplitude and spatial pattern of the extratropical atmospheric circulation response to
ENSO is generally well simulated in the T85 version of CCSM3, with realistic impacts upon surface air
temperature and precipitation; the simulation is not as good at T42.

CCSM3’s simulation of interannual climate variability in the tropical Atlantic sector, including variability
intrinsic to the basin and that associated with the remote influence of ENSO, exhibits similarities and
differences with observations. Specifically, the observed counterpart of El Niño in the equatorial Atlantic
is absent from the coupled model at both horizontal resolutions (as it was in earlier versions of the coupled
model), but there are realistic (although weaker than observed) SST anomalies in the northern and southern
tropical Atlantic that affect the position of the local intertropical convergence zone, and the remote
influence of ENSO is similar in strength to observations, although the spatial pattern is somewhat different.

1. Introduction

The El Niño–Southern Oscillation (ENSO) phenom-
enon is arguably the most important deterministic

source of interannual climate variability worldwide
(Pan and Oort 1983; Ropelewski and Halpert 1987;
Kiladis and Diaz 1989; Philander 1990; Glantz 2000;
among others). Due primarily to coupled ocean–
atmosphere interaction within the tropical Pacific,
ENSO is manifest as irregular warmings and coolings of
the surface waters of the eastern equatorial Pacific last-
ing typically 1–1.5 yr and recurring approximately every
3–8 yr, accompanied by changes in atmospheric circu-
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lation, rainfall, and upper-ocean heat content (Rasmus-
son and Carpenter 1982; Deser and Wallace 1990; Har-
rison and Larkin 1998; Meinen and McPhaden 2000;
Trenberth et al. 2002; among others). The tropical pre-
cipitation anomalies force remote atmospheric circula-
tion changes that in turn alter the climate in many parts
of world (Horel and Wallace 1981; Trenberth et al.
1998; Alexander et al. 2002; among others). Coupled
air–sea interactions in the tropical Atlantic sector also
have important consequences for climate over the ad-
jacent continents and Europe (see Xie and Carton 2004
for a recent review).

Global coupled ocean–atmosphere general circula-
tion models simulate ENSO with varying degrees of
realism (Latif et al. 2001; McAvaney et al. 2001; Davey
et al. 2002; AchutaRao and Sperber 2002). In general,
the models’ ENSO variability tends to be more regular
and at a higher frequency (2–3-yr periodicity) than na-
ture’s, and the simulated tropical Pacific SST variability
tends to extend too far to the west and is more narrowly
confined about the equator than observed. [A recent
exception is the high-resolution (T106 atmospheric
component) coupled model integration reported by
Guilyardi et al. (2004).] A number of potential causes
for these model deficiencies have been identified, in-
cluding insufficient high-frequency stochastic atmo-
spheric variability, which enhances the regularity of
ENSO (Kleeman and Moore 1997; Blanke et al. 1997);
reduced meridional extent and amplitude of the zonal
wind stress anomalies in the western and central equa-
torial Pacific, which increases the frequency of ENSO
(Kirtman 1997; Jin 1997b; Guilyardi et al. 2003, 2004);
and a westward-extended mean equatorial cold tongue,
which would increase SST variability in the western half
of the basin (Kiehl and Gent 2004). The models’ ENSO
variability is generally consistent with the “delayed os-
cillator” mechanism (Schopf and Suarez 1988; Battisti
and Hirst 1989; Kirtman 1997; Jin 1997a; Fedorov and
Philander 2000), the leading dynamical paradigm for
ENSO (Latif et al. 2001; Otto-Bliesner and Brady 2001;
Davey et al. 2002). Recently, a “recharge oscillator”
paradigm has been proposed (Jin 1997a,b) that is dy-
namically consistent with the delayed oscillator but em-
phasizes meridional mass transports rather than wave
processes. Some observational studies (Meinen and
McPhaden 2000; Kessler 2002) have shown that the in-
terannual evolution of equatorial Pacific heat content
anomalies is consistent with the recharge oscillator
mechanism, but analogous diagnostics have not been
commonly applied to coupled general circulation model
simulations of ENSO.

Atmospheric circulation changes forced by ENSO-
related tropical precipitation anomalies initiate climate

impacts worldwide. One of the most robust extratropi-
cal atmospheric circulation teleconnections associated
with ENSO is a deepening and eastward extension of
the wintertime Aleutian low pressure cell over the
North Pacific during warm events compared to cold
events (Horel and Wallace 1981; Trenberth 1991; Tren-
berth et al. 1998; Hoerling and Kumar 2002; Alexander
et al. 2002; among others). This anomalous circulation
brings enhanced precipitation to the southwestern
United States and warmer air temperatures to north-
western North America (Ropelewski and Halpert 1987;
Kiladis and Diaz 1989; Minobe 1997). An analogous
atmospheric teleconnection forced by ENSO occurs
over the South Pacific and South America during aus-
tral winter (cf., Kiladis and Mo 1998). The ability of
general circulation models to correctly represent the
extratropical atmospheric circulation response to
ENSO depends on a variety of factors, including the
spatial distribution of the tropical rainfall anomalies,
the strength and location of the midlatitude stationary
waves and storm tracks, and the barotropic instability
of the background flow (DeWeaver and Nigam 2004
and references therein).

Climate variability in the tropical Atlantic sector in-
cludes that intrinsic to the basin and that associated
with the remote influence of ENSO (Xie and Carton
2004). The former has been characterized in terms of
two spatial patterns: a cross-equatorial SST anomaly
gradient that affects the position of the Atlantic inter-
tropical convergence zone (ITCZ), and an equatorial
SST anomaly analogous to ENSO in the Pacific. Ther-
modynamic air–sea interaction is believed to be respon-
sible for the cross-equatorial gradient pattern while dy-
namical air–sea interaction is important for the equa-
torial mode. The remote influence of ENSO is initiated
by surface heat flux anomalies associated with atmo-
spheric teleconnections from the tropical Pacific. These
aspects of tropical Atlantic variability (TAV) are gen-
erally not well simulated in coupled general circulation
models (Xie and Carton 2004).

In this study, we document aspects of ENSO and
TAV in the newest version of the Community Climate
System Model [version 3 (CCSM3)], a state-of-the-art
coupled general circulation model, in comparison with
observations and previous versions of CCSM. CCSM3
contains significant improvements over previous re-
leases, including a diurnal cycle of penetrating solar
radiation in the upper ocean that results in a more re-
alistic mean SST distribution across the tropical Pacific
(Large and Danabasoglu 2006), an aspect particularly
relevant for this study. Our analyses are based upon
extended (multicentury) control integrations under
present-day CO2 values at two different horizontal
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resolutions (T42 and T85 for the atmospheric and ter-
restrial components, coupled to 1° ocean and sea ice
components), allowing us to examine the impact of
resolution upon the simulated characteristics of ENSO
and TAV. We also compare CCSM3 with uncoupled
integrations of both the atmosphere and ocean compo-
nent models forced by observed time-varying boundary
conditions, enabling us to assess the influence of air–sea
coupling upon the simulated behavior of ENSO and
TAV.

The paper is structured as follows. Section 2 contains
brief descriptions of CCSM3 and the uncoupled atmo-
sphere and ocean model integrations, as well as the
observational datasets and analysis procedures used in
this study. Section 3a documents the spatial and tem-
poral characteristics of the simulated ENSO phenom-
enon in the Tropics in both versions (T42 and T85) of
CCSM3, including the patterns of SST, thermocline
depth, precipitation, surface air temperature, and sea
level pressure (SLP) anomalies. Section 3b documents
the global response patterns of SLP and 500-hPa geo-
potential height anomalies to ENSO at both model
resolutions, as well as those from a five-member en-
semble of uncoupled integrations with the atmospheric
model component forced by observed time-varying
global SSTs during 1950–2000. Section 3c presents a
more mechanistic analysis of ENSO thermocline depth
variability in the context of the delayed oscillator
mechanism. The results of this analysis suggest that the
strength and meridional scale of the surface wind re-
sponse to ENSO SST anomalies may impact the fre-
quency of ENSO in the model. The nature of the sur-
face wind response and implications for air–sea energy
exchange are explored further in section 3d. Section 4
documents aspects of interannual climate variability in
the tropical Atlantic sector, including variability intrin-
sic to the basin and that associated with the remote
influence of ENSO.

2. Model description, observational datasets, and
analysis procedures

CCSM3 is a state-of-the art coupled general circula-
tion model comprised of four components (atmo-
sphere, ocean, land, and cryosphere) linked by means
of a flux coupler. The atmospheric component, the
Community Atmosphere Model version 3 (CAM3), is a
global general circulation model with 26 vertical levels
and an Eulerian spectral dynamical core with triangular
truncation at T42 or T85 (a T31 version is also avail-
able), corresponding to a horizontal resolution of 2.8°
or 1.4°, respectively. The ocean component is based
upon the Parallel Ocean Program (POP) model version
1.4.3 from the Los Alamos National Laboratory. POP

has 40 vertical levels, a horizontal resolution of 1°, and
a dipolar grid. The land surface model grid is identical
to that of CAM3, and the sea ice model grid is the same
as POP’s.

CCSM3 contains significant revisions over previous
releases, including new treatments of cloud processes,
aerosol radiative forcing, sea ice dynamics, and a diur-
nal cycle of penetrating solar radiation in the upper
ocean. Further details on model changes and configu-
ration are provided in Collins et al. (2006). The CCSM3
simulations analyzed in this study are the extended
(�600 yr) coupled control integrations at T42 and T85
resolution under 1990 CO2 concentrations; note that
CCSM3 does not utilize flux corrections. Unless stated
otherwise, the ENSO and TAV analyses presented in
this paper are based upon model years 100–799 for
CCSM3 (T42), 100–599 for CCSM3 (T85), and 350–999
for CCSM2 (T42); the mean SST field over the tropical
Atlantic from CSM1, presented briefly in section 4, is
based upon model years 1–100. The analyses of CCSM3
begin in year 100 to minimize any potential climate
drifts that may have occurred at the beginning of the
simulations; those for CCSM2 begin in year 350 be-
cause of a change in model parameters in that year (see
Kiehl and Gent 2004). The ending dates for the model
analyses reflect the latest year of simulation available to
us at the time this study was undertaken. The reader is
referred to Boville and Gent (1998) and Kiehl and Gent
(2004) for descriptions of CSM1 and CCSM2, respec-
tively.

In addition to CCSM3, this study makes use of two
five-member ensemble CAM3 integrations (one at T42
and one at T85) forced by observed global time-varying
SSTs and sea ice concentrations during 1950–2000
taken from J. W. Hurrell et al. (2004, personal commu-
nication). Different initial conditions are used for each
member of the CAM3 Atmospheric Model Intercom-
parison Project (AMIP)-style integrations. We also
analyze thermocline variability in an uncoupled inte-
gration of the 1° POP ocean model forced by observed
global time-varying surface atmospheric conditions
based on National Centers for Environmental Re-
search–National Center for Atmospheric Research
(NCEP–NCAR) reanalyses (Kalnay et al. 1996) during
1958–2000. The details of the forcing fields for this
simulation, which include surface air temperature and
humidity, wind speed, and radiation, may be found in
Large and Danabasoglu (2006).

The following obervational datasets are used: 1) SLP,
surface wind and wind stress, turbulent latent and sen-
sible heat fluxes at the sea surface, and 500-hPa geopo-
tential heights from the NCEP–NCAR reanalyses (Kal-
nay et al. 1996) during 1950–2001 on a 2.5° grid (T62
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Gaussian grid for heat fluxes); 2) SST from the Hadley
Centre Sea Ice and SST (HadISST) dataset (Rayner et
al. 2003) during 1900–2003 on a 1° grid; 3) air tempera-
ture over land from the Climatic Research Unit (CRU)
Surface Temperature (TS) 2.0 dataset (Mitchell et al.
2003, manuscript submitted to J. Climate); 4) precipita-
tion from Xie and Arkin (1997) based on blended sat-
ellite and in situ measurements during 1979–2001 on a
2.5° grid; 5) SST, SLP, and surface winds from the
International Comprehensive Ocean–Atmosphere Data
Set (ICOADS; Woodruff et al. 1987) during 1950–97 on
a 2° grid; and 6) surface shortwave and longwave ra-
diation from the International Satellite Cloud Clima-
tology Project (ISCCP; Zhang et al. 2004) during 1984–
2000 on a 2.5° grid.

The simple analysis methods used in this study in-
clude compositing, linear regression and correlation
analysis, and empirical orthogonal function (EOF)
analysis. Statistical significance of the composite and
regression fields is assessed by means of a local Stu-
dent’s t test. Monthly anomalies are defined by sub-
tracting the long-term monthly means from the indi-
vidual monthly values for a given year.

3. ENSO

a. Tropical Indo-Pacific SST and thermocline depth
variability

The long-term annual mean distributions of SST and
the variances of monthly anomalies of SST in the tropi-
cal Indo-Pacific for observations (HadISST, years
1950–2000), CCSM2 (T42), and CCSM3 (T42 and T85)
are compared in Fig. 1. The simulation of the long-term
mean SST distribution is improved in CCSM3 relative
to CCSM2: in particular, the equatorial “cold tongue” is
less pronounced and does not extend as far west, al-
though it is still somewhat stronger than observed. The
improvement of the cold tongue bias in CCSM3 is pri-
marily due to the inclusion of a diurnal cycle in pen-
etrating solar radiation in the ocean model component
(see Large and Danabasoglu 2006). The largest SST
anomaly variance occurs in the equatorial cold tongue;
however, differences in spatial extent and amplitude
are apparent and likely associated with biases in the
mean state. For example, the exaggerated strength of
the cold tongue in CCSM2 (Kiehl and Gent 2004) pro-
duces variability that is too large and extends too far

FIG. 1. SST long-term annual (left) means and (right) variances from observations, CCSM2 (T42), CCSM3 (T42),
and CCSM3 (T85). Variances are computed from monthly anomalies (departures from the long-term monthly
means). Color scales are given at the bottom of each column of maps.
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west. The T85 version of CCSM3 exhibits the most re-
alistic representation of the variability, with maximum
values (16°C2) east of 130°W and a secondary maxi-
mum along the South American coast (although the
latter is underestimated).

A commonly used index for representing SST vari-
ability associated with ENSO is the area average of
monthly SST anomalies in the region 5°N–5°S, 170°–
120°W, referred to as the “Nino-3.4 SST index” (see,
e.g., Trenberth et al. 2002). This region is located within
the area of maximum SST variance and also lies within
the center of action of the leading EOF pattern of
monthly SST anomalies (not shown): the associated
principal component (PC) time series exhibits a corre-
lation coefficient with the Niño-3.4 SST index in excess
of 0.95 for each model and for observations. The Niño-
3.4 SST indices from observations and the models are
shown in Fig. 2: 104-yr samples from each model inte-
gration are shown to facilitate comparison with the pe-
riod of record available from observations (1900–2003).
A visual comparison of the Niño-3.4 SST records re-
veals that, in all cases, the simulated variability is too

rapid and regular compared to observations. It can also
be seen that the amplitude of the Niño-3.4 variability is
overestimated in CCSM2 (standard deviation � 0.9 K
for model years 350–999) compared to observations
(standard deviation � 0.75 K), but more realistic in
CCSM3 (standard deviation � 0.85 K for T42 based
upon model years 350–999 and 0.80 K for T85 based
upon model years 100–599), consistent with the results
shown in Fig. 1. The amplitude of the variability in
CSM1 is more than a factor of 2 smaller than in CCSM2
[not shown, but see Kiehl and Gent (2004)].

The frequency and amplitude of ENSO is quantified
by performing a power spectrum analysis on the Niño-
3.4 time series (Fig. 3). The observational results are
shown for two periods, 1900–2003 and 1950–2003, to
give an indication of the sensitivity of the results to
different record lengths. Consistent with one’s visual
impression of the Niño-3.4 time series, the dominant
frequencies in the model power spectra (�1.8–3 yr) are
too high relative to observations (�3–8 yr; there is
some overlap between observations and the models
around 2.5 yr, but this is not the dominant frequency in
either nature or CCSM3). The effect of increased
model resolution in CCSM3 is to slightly broaden the
spectral peak toward lower frequencies, but it is very
minor and does not extend to periods longer than 3 yr.
(Note that CCSM2 at T42 resolution also exhibits en-
hanced variance around 2.5 yr, suggesting that model

FIG. 2. Time series of monthly SST anomalies (°C) in the Niño-
3.4 region from observations (HadISST, 1900–2003), CCSM2
(T42), CCSM3 (T42), and CCSM3 (T85). A 104-yr segment is
shown for each model simulation (model years 400–503) to match
the record length available for observations. The standard devia-
tions of the time series are given at the upper right of each panel
(note that these are based upon the full set of model years ana-
lyzed).

FIG. 3. Power spectra of the monthly Niño-3.4 SST anomaly
time series from observations (HadISST, years 1900–2000 and
1950–2000), CCSM2 (T42, model years 350–999), CCSM3 (T42,
model years 100–799), and CCSM3 (T85, model years 100–599).
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resolution is not the only cause for enhancing the low-
frequency end of the dominant spectral peak.) Finally,
an examination of the power spectra for individual 100-
yr segments of the Niño-3.4 index from CCSM3 at T85
resolution reveals no significant departures from the
dominant frequencies seen in the full 700 yr of record
(not shown).

The seasonal cycle of the standard deviation of the
Niño-3.4 SST anomaly time series from observations
and the models is shown in Fig. 4. The observed Niño-
3.4 record exhibits minimum variability during April–
June and maximum variance near the end of the calen-
dar year (November–January). Both CCSM3 records
show a seasonal cycle similar to observations except in
boreal summer when they overestimate the variance by
approximately a factor of 2. Overall, CCSM3 yields a
more realistic amplitude and seasonal cycle of Niño-3.4
variability than CCSM2 (in CCSM2, the standard de-
viations during February–August are nearly twice as
large as observed). It is interesting to note that
CCSM3’s reasonable simulation of the seasonal cycle of
interannual variability occurs despite a poor simulation
of the seasonal cycle of the mean SST (Large and
Danabasoglu 2006).

As discussed in the introduction, equatorial ocean
dynamics play a key role in the evolution of ENSO. The
primary variable for equatorial ocean dynamical pro-
cesses is thermocline depth, a quantity that reflects the
amount of heat stored in the upper ocean. Figure 5a
shows the seasonal evolution of simulated thermocline
depth, as given by the depth of the 15°C isotherm, and
observed SST anomalies during a composite ENSO
cycle. The simulated thermocline depth values are ob-

tained from the ocean model component of CCSM3
forced by observed surface fields during 1958–2000 (re-
call section 2). The 15°C isotherm, located in the core of
the main thermocline, provides similar dynamical infor-
mation as the 20°C isotherm, the usual choice for ther-
mocline depth in observations, but is less subject to
influence from surface processes in regions where the
thermocline is close to the surface, for example, the
eastern part of the equatorial Pacific. The seasonal
anomaly composites were constructed by averaging
years in which the Niño-3.4 SST index in September–
November [SON (hereafter 3-month periods are de-
noted by the first letter of each respective month);
when the index is near its peak; recall Fig. 4] exceeds
one standard deviation and subtracting the average of
the years in which it is less than �1 standard deviation.
The composites begin in MAM of the composite year
(denoted MAM0) and go through JJA of the following
year (denoted JJA�1). In lieu of direct observational
estimates of the depth of the 15°C isotherm, which are
sparse and limited in duration, we make use of ther-
mocline depth anomalies from an integration of the
ocean component of CCSM3 at T85 resolution (the
POP model), forced by observed surface fields during
1958–2000 derived from the NCEP–NCAR reanalyses
(Kalnay et al. 1996; see also Large and Danabasoglu
2006). The results compare well with the available ob-
servational and assimilated datasets of thermocline
depth anomalies during ENSO, shown, for example, by
Trenberth et al. (2002) and Meinen and McPhaden
(2000). The observed SST anomaly composites are
based on the years 1958–2000 to be compatible with the
period of record available for thermocline depth.

The observed ENSO composite SST evolution (Fig.
5a) exhibits an incipient warming along the equator and
coast of South America during MAM0 that subse-
quently grows in amplitude over the next several sea-
sons, reaching its peak around SON0 and DJF0. The
warm event diminishes during MAM�1 and begins to
transition to a weak cold event in JJA�1. Accompany-
ing the warming is the simultaneous development of
negative SST anomalies in the northwest and southwest
tropical Pacific. The Indian Ocean exhibits a delayed
warming relative to that in the Pacific, reaching peak
strength around MAM�1 but lingering through JJA�1

and beyond (not shown). Similar results are shown in
Harrison and Larkin (1998), Rasmusson and Carpenter
(1982), Trenberth et al. (2002), and Klein et al. (1999),
among others.

At the beginning of the incipient warm event in
MAM0, thermocline depth anomalies display a zonally
symmetric signal, with deeper-than-average values
along the equator and shallower-than-average values

FIG. 4. Monthly standard deviations (°C) of the Niño-3.4 SST
anomaly time series from observations (HadISST, years 1900–
2003), CCSM2 (T42), CCSM3 (T42), and CCSM3 (T85).
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around 10°–15°N and 15°–25°S. This zonally symmetric
signal may reflect conditions at the end of the prior cold
event when there is a net import of upper-ocean heat
content into the equatorial zone (see also Trenberth et
al. 2002). As the warm event develops, the pattern of
thermocline depth anomalies becomes more zonally
asymmetric, with deeper values in the east and shal-
lower values in the west, reaching peak amplitude late
in the calendar year. This configuration is consistent
with a reduction in the slope of the thermocline driven
by (and in balance with) a relaxation of the easterly
winds along the equator (not shown). At the end of the
warm event (JJA�1), the thermocline depth anomalies
begin to transition to a more zonally symmetric pattern
of shallower values (depleted heat content) in the equa-
torial zone and deeper values (enhanced heat content)
to the north and south, opposite to that at the beginning
of the event. The temporal and spatial phase relation-
ships between the composite ENSO SST and ther-
mocline depth anomaly fields are qualitatively consis-
tent with the delayed oscillator mechanism, as dis-
cussed previously by Trenberth et al. (2002) among
others.

The ENSO composite evolutions of SST and ther-
mocline depth anomalies from CCSM3 at T85 resolu-
tion are shown in Fig. 5b (results based upon the T42
model are similar; not shown). The development of
positive SST anomalies along the equator from MAM0

through DJF�1 is similar to observations, but the tran-
sition to negative anomalies occurs one season ahead of
nature (MAM�1 compared to JJA�1) and the ensuing
cold event is stronger than observed, consistent with
the model’s stronger biennial tendency. It is also appar-
ent that the simulated SST warming is more narrowly
confined about the equator compared to nature, and
that the magnitude of the cooling in the western Pacific
and the delayed warming in the Indian Ocean are sub-
stantially weaker than observed.

• The model’s composite ENSO evolution of ther-
mocline depth anomalies resembles observations in
many respects. In particular, at the beginning of the
warm event MAM0, the thermocline is deeper than
average throughout the equatorial Pacific, with
weaker anomalies of opposite sign to the north and
south. While the warm event develops over the next
few seasons, the zonally symmetric pattern of ther-
mocline depth anomalies transitions to a zonally
asymmetric pattern, with maximum anomalous east–
west gradient occurring in DJF�1 near the peak of the
SST warming. At the end of the warm event and
beginning of the ensuing cold event (MAM�1 and
JJA�1), the pattern of thermocline depth anomalies

exhibits a strong zonally symmetric component in-
dicative of a depletion of equatorial upper-ocean
heat content; this pattern resembles that in MAM0

but with opposite phase, reflecting the overly biennial
nature of the simulated ENSO cycle. The main dis-
crepancy between the spatial patterns of simulated
and observed thermocline depth anomalies is their
meridional scale, which is considerably narrower in
the model than in nature (cf., e.g., MAM0, DJF�1, or
JJA�1), similar to the results for SST. A more mecha-
nistic analysis of the simulated thermocline depth
anomalies within the framework of the delayed oscil-
lator and recharge oscillator paradigms is given in
section 3c.

b. Global SST, precipitation, and atmospheric
circulation anomaly composites

In this section we describe selected aspects of the
global ENSO anomaly patterns of surface temperature,
precipitation, and atmospheric circulation in DJF and
JJA. The Web supplement to this paper (http://www.
cgd.ucar.edu/cas/cdeser/CCSM3ENSOsupfig.html)
contains a complete set of figures showing warm-minus-
cold ENSO anomaly composites of SST, surface air
temperature, precipitation, SLP and 500-hPa geopoten-
tial heights for all four seasons from observations,
CCSM3 at both resolutions, and the ensemble mean of
the CAM3 AMIP integrations at both resolutions.

Warm-minus-cold ENSO composite difference maps
of surface temperature (SST over oceans and air tem-
perature over land) and precipitation during DJF are
shown in Fig. 6 for observations, CCSM3 at T85 reso-
lution (results for T42 look similar: see Web supple-
ment), and the ensemble mean of the five CAM3
AMIP integrations at T85 resolution (results for T42
look similar: see Web supplement). Warm (cold) years
were identified based on the criterion that the Niño-3.4
SST index exceeds one standard deviation (is less than
–1 standard deviation). A simple Student’s t test is used
to assess the 99% a priori (95% a posteriori) signifi-
cance levels for the composite differences at each grid
point. The observed and CAM3 AMIP composites are
based upon the period 1950–2000 (1979–2000 for pre-
cipitation because of the limited duration of the satel-
lite record). The years used for the warm event com-
posite are 1958, 1966, 1973, 1983, 1987, 1992, 1995, and
1998; and the years used for the cold event composite
are 1950, 1956, 1971, 1974, 1976, 1985, 1989, 1999, and
2000.

Over the Tropics, the observed SST pattern consists
of positive anomalies in the eastern Pacific, with maxi-
mum values (�4 K) along the equator spreading with
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reduced amplitude into the subtropics of both hemi-
spheres in a wedge-shaped pattern; positive anomalies
(�1 K) also occur in the tropical Indian Ocean. Nega-
tive SST anomalies are found along the flanks of the
wedge-shaped area to the north and south and in the
western equatorial Pacific, with amplitudes � �1 K. In
the model, the tropical Pacific SST signal is largely con-
fined to the equatorial zone where it extends westward
to New Guinea. Unlike observations, there is almost no
cooling on the flanks of this equatorially confined

warming. Weaker positive anomalies are found over
the tropical Indian Ocean, similar to observations.

In the extratropics, the model simulates the general
features of the observed SST anomaly pattern: for ex-
ample, in the Southern Hemisphere, the cooling to the
southeast of Australia and warming in the Southern
Ocean between 180° and 90°W; and in the Northern
Hemisphere, the cooling in the central north Pacific
and warming in the eastern north Pacific (albeit with
considerably reduced amplitude). These extratropical

FIG. 5. (a) Seasonal evolution of (left) simulated thermocline depth and (right) observed SST anomalies during
a composite warm ENSO event relative to a cold one (see text for details of the compositing procedure). The
simulated thermocline depth values are obtained from the ocean model component of CCSM3 forced by observed
surface fields during 1958–2000. Positive (negative) thermocline depth values indicate a deeper (shallower) ther-
mocline relative to the long-term average. Dashed contours indicate that the anomalies are significantly different
from zero at the 99% confidence level based upon a Student’s t test.
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SST anomalies are likely driven by local atmospheric
circulation changes associated with ENSO teleconnec-
tion patterns (see Fig. 9 and Alexander et al. 2006).
Similarly, atmospheric circulation anomalies are re-
sponsible for positive surface air temperature anoma-
lies over western North America, a feature that is well
simulated in CCSM3. The model also exhibits realistic
positive air temperature anomalies over Australia,
western Africa and portions of southern Africa, and
northern South America.

The distribution of tropical precipitation changes is
closely associated with the pattern of SST anomalies in
both observations and the model. In observations, en-
hanced precipitation is found over and near the region

of positive SST anomalies in the eastern Pacific and
western Indian Ocean; reduced precipitation occurs
over Indonesia, the South Pacific convergence zone
(SPCZ) in the southwest Pacific, and in the Atlantic
ITCZ. CCSM3 also exhibits enhanced precipitation in
the vicinity of the equatorial Pacific SST warming, but
the compensating regions of reduced rainfall occur
preferentially to the north and south rather than to the
west over Indonesia as observed. Reduced rainfall is
also found in the Atlantic ITCZ, similar to observa-
tions.

The precipitation anomalies associated with ENSO
may also be viewed within the context of the climato-
logical precipitation distribution (Fig. 7). In observa-

FIG. 5. (Continued) (b) Same as in (a), but for thermocline depth and SST from the CCSM3 simulation at T85
resolution based upon model years 100–599.
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tions, the ENSO-induced precipitation changes over
the Pacific may be characterized as equatorward shifts
of the ITCZ and SPCZ toward the anomalous warming
along the equator. This is also true in CCSM3, but be-
cause of the more zonal orientation of the model’s
SPCZ the ENSO precipitation signal takes on a more
zonally symmetric appearance. Another reason for the
more meridionally confined precipitation response in
CCSM3 compared to observations may be the overly
narrow equatorial Pacific SST warming and lack of
cooling to the north, south, and west.

To ascertain whether differences in the simulated
and observed precipitation ENSO composites are re-

lated to differences in the SST anomaly distribution, it
is instructive to examine the ensemble mean precipita-
tion response from the five CAM3 AMIP integrations
at T85 resolution (Fig. 6, bottom; results from the
AMIP integrations at T42 resolution look similar: see
Web supplement). The AMIP precipitation composite
overcomes some of the unrealistic features seen in
CCSM3: in particular, the positive rainfall changes over
the Pacific are less equatorially confined (note espe-
cially the broader southward extension) and the nega-
tive anomalies in the SPCZ are stronger and also ex-
tend farther south, although not as far as in observa-
tions. In addition, the negative anomalies over the

FIG. 6. Warm-minus-cold ENSO event anomaly composites of (left) surface temperature (SST over ocean,
surface air temperature over land and sea ice) and (right) precipitation during DJF from (top) observations,
(middle) CCSM3 (T85), and (bottom) the ensemble mean of the five CAM3 AMIP integrations (T85). Details of
the compositing procedure are given in the text. Dashed contours indicate that the anomalies are significantly
different from zero at the 99% confidence level based upon a Student’s t test. Note that observations are missing
over sea ice.
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Indian Ocean are more pronounced, although there are
still erroneous positive anomalies over the equatorial
portion of the Maritime Continent region. Thus, it ap-
pears that the coupled model’s tendency for an overly
confined equatorial precipitation response to ENSO,
with compensating anomalies to the north and south
rather than in the zonal direction, is in part a conse-
quence of deficiencies in the model’s ENSO SST signal
(which could in turn be due to coupled air–sea interac-
tions) rather than an intrinsic property of the atmo-
spheric model itself.

Warm-minus-cold ENSO composite difference maps
of surface temperature and precipitation during JJA
are shown in Fig. 8. As in DJF, the Pacific SST warming
signal in CCSM3 is too narrowly confined about the
equator and extends too far to the west, reaching all the
way to New Guinea. Also, the model lacks the broad
area of cooling in the southwestern Pacific. The pre-
cipitation anomalies in CCSM3 exhibit a double-ITCZ-
like structure over the Pacific, with reduced precipita-
tion within the climatological locations of the two con-
vergence zones (see Fig. 7) and enhanced precipitation
on their equatorward flanks. This is in contrast to the
observed precipitation distribution, which exhibits a
single dominant ITCZ north of the equator that shifts
and expands southward during a warm ENSO event.
There is also an equatorward shift of the SPCZ, but this

feature is confined to the far western Pacific in JJA, and
a reduction of precipitation over the Maritime Conti-
nent. Both the model and observations exhibit less rain-
fall in the Atlantic ITCZ. As in DJF, some of the short-
comings of CCSM3’s ENSO precipitation signal in JJA
are overcome in the ensemble mean CAM3 AMIP in-
tegration (Fig. 8, bottom); however, there are still er-
roneous positive rainfall anomalies east of the Philip-
pine Islands. The precipitation responses in the T42
versions of CCSM3 and CAM3 AMIP integrations are
similar to their T85 counterparts (see the Web supple-
ment).

Warm-minus-cold ENSO composites of SLP during
DJF from observations, and CCSM3 and the ensemble-
mean CAM3 AMIP integrations at both T42 and T85
resolution, are shown in Fig. 9. The coupled models
capture the general features of the observed SLP
anomaly field: a tropical dipole between the eastern
Pacific and western Pacific/Indian Ocean (e.g., the
“Southern Oscillation”) and teleconnections to the
North and South Pacific. However, CCSM3’s simula-
tion of the Southern Oscillation underestimates the am-
plitude of the positive anomalies over the western Pa-
cific/Maritime Continent and Atlantic, and the maxi-
mum negative anomalies over the eastern Pacific are
centered along the equator rather than the Southern
Hemisphere. In the CAM3 AMIP integration, the am-

FIG. 7. Climatological precipitation distributions during (left) DJF and (right) JJA from (top) observations and
(bottom) CCSM3 (T85). The observed fields are based upon an updated version of the satellite-based estimates
of Xie and Arkin (1997) during 1979–2000; the simulated fields are based on model years 400–499.
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plitude of the tropical SLP response increases to more
realistic levels, particularly in the region of positive
anomalies over the western Pacific/Maritime Continent
(which also now exhibit a more realistic northeastward
tilt into the North Pacific), and the negative anomalies
in the eastern Pacific are broader in latitudinal extent
more like observations; however, the largest pressure
falls are still located on the equator, and the positive
anomalies over the tropical Atlantic are still weaker
than observed (in the T42 AMIP run, the Southern
Oscillation is largely confined to the Pacific/eastern In-
dian Ocean sector).

CCSM3’s simulation of the extratropical SLP re-
sponse to ENSO is more realistic at T85 resolution than
at T42. For example, the negative SLP anomaly center
over the North Pacific, corresponding to a deepening of
the Aleutian low during warm events, exhibits a realis-
tic amplitude in the T85 model (maximum value of

�9 hPa compared to �11 hPa in observations) but is
too weak in the T42 model only (maximum value of
�4 hPa). Also, the zonal wavenumber-2 aspect of the
observed SLP signal over the Southern Ocean, with
negative anomaly centers south of New Zealand and
South Africa and a positive anomaly center west of the
Antarctic Peninsula, is apparent in the T85 model
whereas the T42 model exhibits a more zonally sym-
metric signal.

The magnitude of the Aleutian low SLP response is
strengthened in both CAM3 AMIP ensembles relative
to CCSM3 at the same resolution, reaching realistic
values in the T85 AMIP ensemble (maximum ampli-
tude of �11 hPa) but remaining weaker than observed
in the T42 AMIP ensemble (maximum amplitude of
�7 hPa). The SLP anomaly pattern over northern Eur-
asia is also improved in the CAM3 AMIP runs com-
pared to the coupled models at both resolutions, where

FIG. 8. Same as in Fig. 6, but for JJA.

2462 J O U R N A L O F C L I M A T E VOLUME 19

Fig 8 live 4/C



the anomalies are now negative as observed. The SLP
response over the North Atlantic is improved in the
CAM3 AMIP ensemble relative to CCSM3 at T85 reso-
lution but not at T42. Over the Southern Ocean, the
centers of the zonal wavenumber-2 pattern in the T85
AMIP ensemble are displaced approximately 30° east
of their location in the coupled run at the same resolu-
tion (and observations) and their amplitude is too large;
a similar zonal wavenumber-2 pattern is present in the
T42 AMIP ensemble.

Warm-minus-cold ENSO composites of 500-hPa geo-
potential heights in DJF are shown in Fig. 10. While the
spatial patterns of the geopotential height anomalies
are generally well simulated in both versions of

CCSM3, the amplitudes are smaller than observed. For
example, the band of positive anomalies over the Trop-
ics is weaker by nearly a factor of 2, and the wave train
over the North Pacific and North America, which re-
sembles the Pacific–North American (PNA) telecon-
nection pattern (Wallace and Gutzler 1981), is weaker
by a factor of 2 (4) at T85 (T42). The strength of the
tropical and extratropical anomalies is improved in the
AMIP ensemble compared to CCSM3 at both model
resolutions. For example, the magnitude of the tropical
response is realistic, and the amplitudes of the three
centers of action of the PNA are nearly identical to
observations in the T85 AMIP ensemble and �75% of
the observed amplitude in the T42 AMIP ensemble.

FIG. 9. Warm-minus-cold ENSO event anomaly composites of SLP (hPa) during DJF from (top left and right)
observations, CCSM3 at (middle left) T85 and (bottom left) T42 resolutions, and the ensemble mean of the five
CAM3 AMIP integrations at (middle right) T85 and (bottom right) T42 resolutions. Details of the compositing
procedure are given in the text. Dashed contours indicate that the anomalies are significantly different from zero
at the 99% confidence level based upon a Student’s t test.
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The teleconnections to the Southern Hemisphere,
which were underestimated in CCSM3, are improved in
the AMIP run, although they are generally weaker at
T42 than T85.

Warm-minus-cold ENSO composites of SLP in JJA
are shown in Fig. 11. In this season, the ENSO SLP
signal is located primarily in the Southern Hemisphere
(compared to DJF when the signal is global). The posi-
tive lobe of the Southern Oscillation is reduced in mag-
nitude compared to DJF in both observations and the
models. The negative lobe of the Southern Oscillation
in the eastern Pacific in both versions of CCSM3 is split
into two centers of comparable strength, one located
along the equator directly over the narrow zone of posi-
tive SST anomalies and the other in the subtropics. This
split is not apparent in either observations or the AMIP
integrations, where the amplitude of the SLP anomaly
center over the southeast Pacific is more than twice as

strong as the equatorial center. The main extratropical
feature during JJA is the meridionally oriented dipole
over the southeast Pacific, which is captured to some
extent by all of the model configurations. There are also
weak, but statistically significant, negative SLP anoma-
lies over the North Pacific in observations, a feature
that is simulated to some degree by all of the model
configurations.

c. Thermocline depth variability in the context of
the delayed/recharge oscillator mechanisms

As discussed earlier, a leading dynamical paradigm
to explain the ENSO cycle is the delayed oscillator hy-
pothesis, which relies upon oceanic wave processes. In
its original formulation (Schopf and Suarez 1988;
Suarez and Schopf 1988; Battisti and Hirst 1989) this
theory explains deepening of the thermocline in the
eastern equatorial Pacific and the growth phase of the

FIG. 10. Same as in Fig. 9, but for geopotential heights at 500 hPa. Positive contours are solid, negative contours
are dashed, and the shading indicates where the anomalies are significantly different from zero at the 99%
confidence level based upon a Student’s t test.
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instability in terms of downwelling equatorial Kelvin
waves forced by the anomalous wind stress in the cen-
tral/western Pacific. The anomalous wind stress also
forces first-mode equatorial Rossby waves that propa-
gate westward, reflecting at the western boundary as
upwelling Kelvin waves. After reaching the eastern
equatorial Pacific, these upwelling waves may reverse
the sign of the thermocline depth anomaly, thus acting
as the agent responsible for the negative feedback.

The wave processes involved in the delayed oscillator
theory can be identified in the evolution of equatorial
thermocline depth anomalies in relation to zonal wind
stress anomalies from the CCSM3 integration (T85
resolution), as shown in Fig. 12a. For clarity of presen-
tation, we consider monthly anomalies during a 15-yr
period (years 430–445 of the model integration). To
isolate the ENSO phenomenon, all the data have been

bandpass filtered using a Fourier filter with half-power
at 1.5 and 5.5 yr (recall that the model ENSO has a
dominant time scale of approximately 2–3 yr); however,
similar results are obtained without filtering (not
shown). From the area of maximum wind stress anoma-
lies (180°–160°W) thermocline depth disturbances ap-
pear to propagate eastward, as indicated by the positive
slope of the phase lines. Reflection of Rossby waves at
the eastern boundary may be responsible for the ther-
mocline depth anomalies east of �100°W. In some
cases (e.g., model years 436, 441.5, 442, and 443), west-
ward-propagating Rossby waves generated around
160°W by the anomalous wind stress can also be de-
tected. Notice that the wind stress anomalies in Fig. 12a
are not in equilibrium with the thermocline depth
anomalies.

As discussed in previous studies (Schneider et al.

FIG. 11. Same as in Fig. 9, but for JJA.
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1995; Kirtman 1997) it is useful to decompose the ther-
mocline depth anomalies as h � h � h�, where h is the
zonal average of the thermocline depth anomaly, and h�
is the deviation from the zonal average. The evolution
of h is shown in Fig. 12b, and that of h� in Fig. 12c. The
zonal anomalies describe changes in the zonal ther-
mocline tilt, and are in phase with the anomalous wind
stresses along the equator west of approximately
130°W, with positive wind stress anomalies associated
with a flatter thermocline, and vice versa. The nature of
the h� signals east of �120°W and their rapid decay
away from the eastern boundary require further inves-
tigation. The times of maximum wind stress anomalies
generally coincide with the transition phases of h, so
that the two fields are approximately in quadrature.
Thus, the zonally averaged thermocline depth anomaly
is the quantity that retains the ocean memory, and the

disequilibrium between h and ��, the anomalous zonal
wind stress, is responsible for the system evolution and
ENSO phase transition.

In the original formulation of the delayed oscillator
framework, the reflection of equatorial Rossby waves
at the western boundary is the process responsible for
the phase reversal. However, equatorial Rossby waves
are too fast to explain the observed ENSO time scale.
Extensions of the original delayed oscillator theory
(Kirtman 1997 among others) include the effect of
Rossby waves forced by extraequatorial wind anoma-
lies. Since the Rossby wave phase speed decreases with
increasing latitude, the westward propagation of off-
equatorial Rossby waves, and their reflection at the
western boundary, will introduce a longer delay and
increase the dominant time scale of the cycle. [Other
factors such as the sensitivity of the wind stress to SST

FIG. 12. (a) Evolution of anomalous thermocline depth (given by the depth of the 15°C isotherm; color shading) and zonal wind stress
(contours) along the equator during model years 430–445 from CCSM3 at T85 resolution. Positive (negative) values indicate deeper
(shallower) thermocline depths relative to the long-term mean seasonal cycle. Solid (dashed) contours indicate positive (negative) wind
stress anomalies; the contour interval is 0.05 dyn cm�2. (b), (c) Same as in (a), but for (b) zonally averaged thermocline depth anomalies
and (c) thermocline depth anomaly deviations from the zonal mean [the wind stress anomalies remain as in (a)]. All plots are based
on monthly anomalies, bandpass filtered using a Fourier filter with half-power at 15 months and 5.5 yr to isolate the ENSO frequency
band.
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anomalies also strongly influence the time scale of the
ENSO cycle (Cane et al. 1990; Neelin and Jin 1993).]
Evidence of off-equatorial westward-propagating
Rossby waves is found in CCSM3 (Fig. 13a). In the
8°–12°N latitude band thermocline depth anomalies
originate around 170°W and propagate westward, as
indicated by the slope of the phase lines. After reaching
the western boundary the waves continue equatorward
along the boundary as coastal Kelvin waves (Fig. 13b)
and then eastward along the equator as equatorial
Kelvin waves (Fig. 13c). Comparison of Fig. 13 and Fig.
12a indicates that some of the equatorial thermocline
depth anomalies during model years 430–445 are pre-
ceded by thermocline depth anomalies originating
around 8°–12°N, 170°W a few years earlier, in agree-
ment with the delayed oscillator theory. Similar results
were shown for a modified version of the Climate Sys-

tem Model version 1 (CSM1) by Otto-Bliesner and
Brady (2001).

A related conceptual framework to describe the evo-
lution of the zonally averaged equatorial thermocline is
the recharge oscillator paradigm (Schneider et al. 1994;
Jin 1997a,b). In this theory, which is based on the same
physics as the delayed oscillator, the deepening and
shoaling of the equatorial thermocline are described in
terms of warm-water discharge (recharge) to (from)
higher latitudes due to anomalous meridional trans-
port. Instead of focusing on wave propagation as in the
delayed oscillator paradigm, the recharge oscillator em-
phasizes the integrated effect of the waves upon the
meridional mass transport. The ENSO cycle within the
recharge oscillator paradigm can be schematically sum-
marized as follows: during warm events, the equatorial
easterlies are weakened, and the equatorial ther-

FIG. 13. Evolution of thermocline depth anomalies during model years 430–445 from CCSM3 at T85 resolution along a path from the
northern Tropics to the equator. The anomalies averaged (a) over 8°–12°N, plotted from east to west; (b) along the western boundary
(�130°W), plotted from north to south; and (c) along the equator, plotted from west to east. Positive (negative) values indicate deeper
(shallower) thermocline depths relative to the long-term mean seasonal cycle. All plots are based on monthly anomalies, bandpass
filtered using a Fourier filter with half-power at 15 months and 5.5 yr.
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mocline is flatter than average. The reduced zonal gra-
dient of thermocline depth is associated with an anoma-
lous poleward Sverdrup transport, which determines a
gradual shoaling of the equatorial thermocline and pro-
gressively reduces the original SST anomaly in the east-
ern equatorial Pacific and the associated wind stress
anomaly. At this point the thermocline is shallower
than average, and equatorial upwelling of colder water
will produce a negative SST anomaly in the eastern
equatorial Pacific, thus reversing the phase of the os-
cillation.

To examine the structure of thermocline variations,
an EOF analysis is performed on the bandpass-filtered
monthly anomalies of thermocline depth (similar re-
sults are obtained without filtering; not shown). The
leading mode (Fig. 14a), which explains 32% of the
variance, is characterized by an east–west dipole pat-
tern, thus capturing variations in the zonal tilt of the
thermocline. The second mode (Fig. 14b), accounting
for 14% of the variance, has the same sign across the
basin with maximum amplitudes in the central and east-
ern equatorial Pacific, and describes the deepening

(shoaling) of the thermocline due to the mass recharge
(discharge). The principal components (PCs) of the two
modes are highly correlated (Fig. 14c) with a maximum
correlation coefficient of 0.8 when EOF1 leads EOF2
by 6 months. Since the dominant time scale is �2 yr, the
two EOFs are approximately in quadrature. Note the
similarity between EOF1 and the seasonal thermocline
depth anomaly composite in DJF�1 (Fig. 5b), and be-
tween EOF2 and the composite in JJA�1, 6 months
later. PC1 is almost identical to the Niño-3.4 SST index:
their correlation coefficient is 0.97 with Niño-3.4 lead-
ing PC1 by 2 months (see Fig. 14c). This result is also
consistent with the seasonal anomaly composites shown
in Fig. 5b.

How realistic are the dominant modes of thermocline
variability in CCSM3? As a term of comparison we use
thermocline depths from the ocean model forced with
observed surface fields during 1958–2000 (the POP
simulation). The leading EOFs of the bandpass-filtered
thermocline depth anomalies (Fig. 15) have the same
general character as those from the coupled simulation
(a Fourier filter with half-power at 18 months and 7.5 yr

FIG. 14. EOFs (a) 1 and (b) 2 of bandpass-filtered monthly thermocline depth anomalies from CCSM3 based
upon model years 400–449, and (c) their associated PC time series. EOFs 1 and 2 account for 32% and 14% of the
variance, respectively. The contour interval is 5 m; solid (dashed) contours indicate positive (negative) thermocline
depth anomalies. The zero contour is thickened.
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was used to isolate the ENSO frequency band in the
POP simulation due to the longer ENSO period in na-
ture: recall Fig. 3). EOF1 (Fig. 15a) describes variations
in the east–west thermocline tilt, while EOF2 (Fig. 15b)
is characterized by anomalies of the same sign across
the equatorial Pacific and opposite sign north of 7°–
10°N. The PCs of the two leading EOF modes are
shown in Fig. 15c. The maximum correlation between
PC1 and PC2 is 0.8 with PC1 leading PC2 by 9 months.
The maximum correlation between PC1 and the Niño-
3.4 index is 0.95 with Niño-3.4 leading PC1 by 2 months.
Both correlations and phase relationships are similar to
those found in CCSM3.

The most striking difference between the EOFs from
the coupled model versus those from the ocean-only
simulation is the meridional scale of the variability (also
evident in the seasonal ENSO anomaly composites
shown in Fig. 5). In particular, EOF2 from CCSM3 is
bounded by anomalies of opposite sign north of �5° N
and south of �10°S. whereas in the ocean-only simula-
tion, EOF2 changes sign farther poleward: �7°–10°N
and �15°–20°S. The ocean-only EOF patterns compare
very well in their large-scale characteristics with those
computed by Meinen and McPhaden (2000) from (un-

filtered) subsurface observations spanning the period
1980–2000.

Why is the meridional scale of the anomalies much
narrower in the coupled simulation? The recharge os-
cillator theory relates the changes of the meridional
Sverdrup transport to the thermocline tilt induced by
the anomalous zonal wind stress. Thus, the meridional
scale of the anomalous zonal wind stress may set the
meridional scale of the warm water volume involved in
the recharge/discharge process. In Fig. 16 we compare
the zonal wind stress from the coupled simulation re-
gressed upon the normalized Niño-3.4 index with the
analogous regression field from the ocean hindcast. All
time series are bandpass filtered as described above. In
the latter case, the zonal wind stress is derived from the
NCEP–NCAR reanalyses. Regressions are computed
at lag 0, since the maximum zonal wind stress anomalies
are quasi-simultaneous with SST variations in the east-
ern equatorial Pacific. In the coupled case, the positive
wind stress anomalies are tightly confined within �5° of
the equator, while in the POP simulation they extend to
approximately 7°N and 10°–20°S. Thus, the zonal wind
stress anomalies in CCSM3 exhibit a meridional scale
that is considerably narrower than observed.

FIG. 15. Same as in Fig. 14, but from the ocean-only simulation forced by observed time-varying surface fields
during 1958–2000. To account for the longer ENSO time scales in the ocean-only integration, the bandpass filtering
of the monthly thermocline depth anomalies is performed using a Fourier filter with half-power at 1.5 and 7.5 yr.
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Several studies performed with intermediate coupled
models have shown that the period of ENSO is sensi-
tive to the meridional scale of the anomalous zonal
wind stress, with a shorter period associated with a nar-
rower meridional scale (Kirtman 1997; An and Wang
2000; Wittenberg 2002; Guilyardi et al. 2003). Accord-
ing to these studies, a broader zonal wind stress
anomaly is characterized by a wind stress curl anomaly
farther from the equator, which in turn generates off-
equatorial Rossby waves with slower velocities and thus
longer transit times to the western boundary than a
narrower wind stress anomaly. The thermocline signals
associated with these extraequatorial Rossby waves
tend to reduce the negative feedback of the equatorial
Rossby waves, thus promoting ENSO events of longer
duration. Alternatively within the framework of the re-
charge oscillator paradigm, the time scale of recharge/
discharge can be expected to increase with increasing
warm water volume, which in turn is related to a
broader zonal wind stress anomaly. Further mechanis-
tic experiments are needed to test the quantitative rel-
evancy of these ideas for CCSM3.

To address whether the erroneous wind stress struc-
ture in CCSM3 is due to deficiencies of the atmospheric
model, to coupling between the ocean and atmosphere,
or both, we show the regression of zonal wind stress
anomalies from the first CAM3 (T85) AMIP simulation
upon the observed Niño-3.4 index (Fig. 16c). The posi-
tive zonal wind stress regressions from the AMIP run
have a slightly broader meridional scale with respect to
CCSM3 due to their expansion south of the equator but
are still considerably (�60%) narrower than observed.
Thus, both inaccuracies of the atmospheric model and
coupled feedbacks may be responsible for the unreal-
istically narrow meridional scale of the zonal wind
stress anomalies.

d. The meridional scale of the surface atmospheric
response and implications for SST

To gain insight into why the meridional scales of the
ENSO zonal wind stress, SST, and thermocline depth
anomalies are narrower in CCSM3 compared to obser-
vations, we examine in more detail the nature of the
SLP and surface heat flux responses. Warm-minus-cold
ENSO anomaly composites of annual mean SLP, near-
surface wind, and SST are shown in Fig. 17 for two
observational datasets (NCEP–NCAR reanalyses and
ICOADS), CCSM3 at T85 resolution, and the en-
semble mean of the CAM3 AMIP simulations. The an-
nual composites were formed by averaging the four sea-
sonal composites. The reason for comparing NCEP–
NCAR with ICOADS is that there are known
deficiencies in the NCEP–NCAR reanalysis surface
wind and SLP fields over the eastern tropical Pacific
because of the complex structure of the atmospheric
boundary layer there (Lysne and Deser 2002; Hashi-
zume et al. 2002). Note that ICOADS provides direct
measurements of surface winds and SLP from conven-
tional surface-based platforms without any reliance on
a data assimilation system.

The CCSM3 fields (Fig. 17, third panel from top) are
remarkably symmetric about the equator, with equato-
rially confined SST and surface wind responses, and
maximum negative SLP anomalies, centered directly
above the positive SST anomalies. Observational esti-
mates, in contrast, show a stronger degree of equatorial
asymmetry, with the largest SLP anomalies (both posi-
tive and negative) located south of the equator. [There
is some evidence for a relative SLP minimum over the
equator in the eastern Pacific in ICOADS, a feature
supported by the independently measured southeast-
erly wind anomalies directly to the south; however, it is
weaker than the minimum centered at 25°S, 130°W.
The equatorial minimum in observations is hypoth-
esized to result from the direct hydrostatic response of

FIG. 16. Regression coefficients of monthly zonal wind stress
anomalies upon the normalized monthly Niño-3.4 SST anomaly
index, based upon bandpass-filtered data as described in the text,
for (a) CCSM3 T85 resolution during model years 350–600, (b)
observations (NCEP–NCAR reanalyses during 1958–2000), and
(c) the first AMIP integration of CAM3 at T85 resolution forced
with observed SSTs during 1950–2000. The contour interval is 0.02
dyn cm�2 per standard deviation of the Niño-3.4 index, and solid
(dashed) contours indicate positive (negative) wind stress anoma-
lies.
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the atmospheric boundary layer to underlying SST
anomalies (Deser and Wallace 1990; Harrison and Lar-
kin 1996).] The observed SLP anomaly distribution im-
plies that the surface wind response will not be as nar-
rowly confined about the equator as it is in CCSM3.
Indeed, southerly wind anomalies extend to at least
20°S over the western half of the basin, a feature that is
lacking in the model, and westerly wind anomalies ex-
tend to �10°–20°S as opposed to �6°S in the model
(see also Fig. 16). The SLP and wind responses in the
CAM3 AMIP ensemble are more realistic than those in
CCSM3, particularly in terms of the increase in ampli-
tude south of the equator. However, the SLP minimum
at the equator is still too pronounced relative to that in
the Southern Hemisphere, an aspect that may contrib-
ute to the narrower meridional scale of the equatorial
zonal wind stress anomalies. [It may be noted that the
equatorial zonal wind stress response to ENSO in Com-

munity Climate Model Version 3 (CCM3), the prede-
cessor to CAM3, was also too meridionally confined
(Nigam and Chung 2000).]

Why does CCSM3 yield ENSO SST anomalies that
are too equatorially confined compared to nature (see
Fig. 17)? One reason may be that deficiencies in the
surface wind response lead to errors in the surface en-
ergy flux that then affect the SST response. Of course,
errors in the ocean model may also contribute to the
equatorially confined SST signal, which may in turn
force an overly narrow surface wind response that then
reinforces the narrow SST anomaly bias via surface flux
errors. To explore the notion that surface fluxes may
play a role in the pattern of SST anomalies during
ENSO, we note that the surface energy flux Q is related
to the time tendency of SST according to dSST/dt �
Q/�Cph, where � and Cp are the density and heat ca-
pacity of seawater, respectively, and h is the mixed

FIG. 17. Warm-minus-cold ENSO anomaly composites of annual mean (left) SLP and surface wind and (right)
SST from two different observational datasets (NCEP–NCAR reanalyses during 1950–2000 and ICOADS during
1950–1997), CCSM3 at T85 resolution, and the ensemble mean of the five CAM3 AMIP integrations at T85
resolution. Details of the compositing procedure are given in the text. The scales for all panels are identical (see
color bars and reference wind vector at bottom of plot).
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layer depth. To examine the contribution of surface
energy flux anomalies to the development of SST
anomalies during ENSO events, we examined the
change in SST from MAM to SON (denoted SST ten-
dency) in relation to the surface energy flux averaged
from May to September (similar results are obtained
for averages from March to November and from April
to October; not shown). SST tendency and surface flux
anomalies were regressed upon the Niño-3.4 SST ten-
dency index for observations, CCSM3 (T85), and the
CAM3 AMIP simulations; the results are shown in Fig.
18. The period 1984–2000 was used for the observations
because this is the period of record available for the
ISCCP radiative fluxes (the turbulent fluxes are from
the NCEP–NCAR reanalyses); for compatibility, the
same time period was used for the AMIP simulations.

In observations (Fig. 18, top left), upward (negative)
surface heat flux anomalies are found over positive SST
anomaly tendencies along the equator east of 180° and
over the negative SST tendencies in the western Pacific.
This indicates that surface heat flux anomalies contrib-
ute to forcing the negative SST tendencies, whereas
they respond to (and damp) the positive SST tenden-
cies along the equator where oceanic processes such as
upwelling and entrainment are expected to play a dom-
inant role. Downward surface heat flux anomalies are
found over positive SST tendencies south of the equa-
tor (and also a small patch west of Central America),
indicating that surface heat fluxes aid in spreading the
narrow equatorial SST anomaly tendencies poleward.
It is evident that the net surface heat flux regression
pattern is dominated by the turbulent flux component

FIG. 18. Regression coefficients of SST anomaly tendencies (contours) and surface heat flux anomalies (net and
turbulent component; color shading) upon the normalized Niño-3.4 SST anomaly tendency index from (top)
observations, (middle) CCSM3 at T85 resolution, and (bottom) the ensemble mean of the five CAM3 AMIP
integrations at T85 resolution. SST tendencies are defined as the difference between SST anomalies in SON minus
the previous MAM. Surface fluxes are averages from May through September. The contour interval is 0.25 K per
standard deviation of the Niño-3.4 SST tendency index, and the color bar is in units of W m�2 per standard
deviation of the Niño-3.4 SST tendency index. Surface heat flux regressions are defined as positive downward (e.g.,
positive values would heat the ocean).
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(Fig. 18, top right). The downward turbulent heat flux
anomalies that contribute to a southward broadening of
the positive SST tendencies in the eastern Pacific are
likely due to a weakening of the southeast trade winds
associated with the negative SLP anomaly center over
the southeast Pacific (Fig. 17).

Like observations, surface heat flux anomalies in
CCSM3 generally contribute to forcing the SST
anomaly tendency pattern except along the upwelling
zone in the eastern Pacific where they act as a damping
(Fig. 18, middle). However, because the fluxes are so
weak poleward of �10° latitude in comparison to ob-
servations, they result in very small SST anomaly ten-
dencies outside the equatorial band. The relative weak-
ness of the flux anomalies outside the equatorial zone is
likely a result of the overly narrow meridional scale of
the low-level wind and precipitation responses in the
model compared to observations. Like observations,
the turbulent flux component dominates the net surface
heat flux regression pattern.

The net surface heat flux regressions in the CAM3
AMIP integrations are largely similar to observations,
consistent with the generally realistic simulation of the
atmospheric circulation response to ENSO SST anoma-
lies (note that both the meridional and zonal compo-
nents of the wind stress anomalies contribute to the
turbulent heat flux anomalies that dominate the net
surface heat flux). However, over the far western Pa-
cific along �30°S and �5°N, the fluxes would damp
(rather than force as observed) the existing negative
SST tendencies.

e. ENSO summary

The amplitude and zonal extent of equatorial Pacific
SST variations associated with ENSO are well simu-
lated in CCSM3 at both T42 and T85 resolutions and
represent an improvement relative to previous genera-
tions of the coupled model. In particular, the standard
deviation of the monthly Niño-3.4 SST anomaly index
is 0.80°C (0.85°C) in CCSM3 T85 (T42), similar to the
observed record during the past century (0.75°C). How-
ever, the period of ENSO in CCSM3 is shorter than
observed (2–2.5 yr compared to 2.5–8 yr), regardless of
model resolution (and similar to that in CCSM2). The
seasonal evolution of SST anomalies during a compos-
ite ENSO cycle exhibits many realistic features, includ-
ing a tendency for maximum amplitudes in the equato-
rial Pacific cold tongue near the end of the calendar
year, phase transitions during boreal spring, and a de-
layed SST response over the Indian Ocean. The com-
posite seasonal evolution of thermocline depth anoma-
lies is also in general agreement with observations, with
maximum zonal gradients across the equatorial Pacific

near the time of peak SST anomalies, and a zonally
symmetric distribution indicative of a net discharge (re-
charge) of equatorial Pacific upper-ocean heat content
during the transition from a warm event to a cold one
(cold event to a warm one). These characteristics are
qualitatively consistent with the delayed oscillator and
related recharge oscillator paradigms for ENSO, as are
the phase relationships with zonal wind stress anoma-
lies. The main deficiency of CCSM3’s ENSO simulation
is the excessive equatorial confinement of the atmo-
spheric (precipitation, SLP, and wind stress) and oce-
anic (SST and thermocline depth) responses relative to
observations. This shortcoming is partially overcome in
the uncoupled atmosphere and ocean model simula-
tions forced by observed surface boundary conditions,
indicating that coupling between the two model com-
ponents is a contributing cause; however, the atmo-
spheric model itself also appears to play a role. Given
the importance of the meridional scale of the surface
wind response to the period of ENSO within the sim-
plified framework of the delayed oscillator and re-
charge oscillator paradigms, this may explain in part the
excessively high frequency of ENSO in CCSM3. Fur-
ther mechanistic experiments are needed to test this
idea.

The extratropical SLP response to ENSO in CCSM3
at T85 resolution is generally realistic both in terms of
amplitude and spatial pattern, particularly over the
North Pacific/North American sector during boreal
winter and the South Pacific during boreal summer; the
SLP response in CCSM3 at T42 resolution is substan-
tially weaker than observed. For example, the maxi-
mum negative SLP anomaly over the Aleutian low
pressure center in DJF is –9 hPa (–4 hPa) in CCSM3
T85 (T42) compared to –11 hPa in observations. In
agreement with observations, the extratropical atmo-
spheric circulation response to ENSO exhibits an
equivalent barotropic structure; however, the ampli-
tude of the response in the midtroposphere is weaker
than observed by approximately a factor of 2 (4) at T85
(T42) resolution. Further research is needed to diag-
nose the mechanisms that lead to the different ampli-
tudes of the atmospheric circulation responses at the
two model resolutions.

4. Tropical Atlantic variability

In this section we analyze the performance of
CCSM3 in the tropical Atlantic region. Although the
TAV does not have the same global impact as variabil-
ity in the tropical Pacific, it does play an important role
in determining climate predictability in the adjoining
continental regions, such as the northern Nordeste
(NNE) region of Brazil and the Sahel region of Africa
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[for a recent review of TAV, see Xie and Carton
(2004)]. Coupled GCMs have typically been deficient in
their simulation of TAV. Davey et al. (2002), who car-
ried out an intercomparison of the tropical simulation
of several coupled GCMs, found that almost all coupled
GCMs without flux adjustment have great difficulty in
simulating important features of the mean climate of
the tropical Atlantic region, such as the east–west gra-
dient of SST at the equator. Simulation of TAV there-
fore remains an important challenge for coupled cli-
mate modeling.

Unlike the tropical Pacific, TAV is not characterized
by a single dominant mode of variability like ENSO.
This means that we need to examine several different
facets of the CCSM3 simulation of the tropical Atlantic
region. We will also compare the TAV simulation of
CCSM3 to the previous versions of the NCAR coupled
model, CCSM2, and CSM1. [For a more detailed as-
sessment of the TAV simulation in CCM3, the atmo-
spheric component of CSM1, see Chang et al. (2000).]
The three coupled models, being part of the same fam-
ily, share some common features. There have also been
significant improvements in the physical parameteriza-
tions and horizontal resolution in the progression from
CSM1 to CCSM3. We would like to examine how these
model changes affect the simulations of TAV. We will
also consider the role of air–sea coupling, by comparing
the coupled CCSM3 simulations to the uncoupled
AMIP simulations with CAM3. Since the AMIP simu-
lations use observed SSTs as the surface boundary con-
ditions, any errors in those simulations can usually be
attributed to the atmospheric model (with the caveat
that AMIP simulations can overestimate surface flux
amplitudes). Such attribution is more difficult in the
coupled system, because either component could be re-
sponsible for the errors. We shall assess the impact of
increased horizontal resolution in the atmospheric
model by comparing the T42 and T85 AMIP ensemble
simulations.

We consider the following major components of
TAV: (i) the cross-equatorial SST gradient mode, often
simply referred to as the “gradient mode” (e.g., Has-
tenrath and Heller 1977; Moura and Shukla 1981; Xie
and Carton 2004); (ii) the equatorial mode, which is
sometimes referred to as the “Atlantic Niño” (Zebiak
1993); and (iii) the remote influence of ENSO (e.g.,
Covey and Hastenrath 1978; Enfield and Mayer 1997;
Saravanan and Chang 2000).

The gradient mode is believed to be an intrinsic
mode of variability of the tropical Atlantic region and is
characterized by SST anomalies occurring either in the
northern or in the southern tropical Atlantic, leading to
significant meridional SST gradients near the equator

that affect the location of the Atlantic ITCZ (cf. Xie
and Carton 2004). This mode has also been referred to
as the “Atlantic dipole mode” in the past, but the lack
of strong anticorrelation between the northern and
southern SST variability suggests that the gradient
mode is a more appropriate name. The gradient mode
is active primarily during the boreal spring season,
when the ITCZ reaches its southernmost location dur-
ing the annual cycle (Sutton et al. 2000). The driving
mechanism for this mode is believed to be local air–sea
interaction that is dominated by latent heat flux ex-
change, rather than wind stress driving (Carton et al.
1996).

The equatorial mode is characterized by SST vari-
ability in the eastern equatorial Atlantic and associated
variability in the surface wind stress, making it analo-
gous to the ENSO phenomenon in the tropical Pacific
(Zebiak 1993). The mode is believed to be driven by the
same Bjerknes feedback mechanism as ENSO
(Bjerknes 1969), with the surface wind stress and the
equatorial upwelling playing an important role. Unlike
ENSO, this mode is seen primarily during the boreal
summer season (e.g., Sutton et al. 2000).

The remote influence of ENSO is initiated by surface
flux anomalies over the tropical Atlantic during the bo-
real winter, when the ENSO amplitude in the tropical
Pacific is at a maximum (e.g., Enfield and Mayer 1997).
However, the SST response associated with the remote
influence manifests itself during the boreal spring sea-
son and is strongest in the Northern Hemisphere. The
mechanism for this remote influence is believed to be a
combination of the anomalous Walker circulation and
other atmospheric teleconnections (cf. Saravanan and
Chang 2000).

a. SST

We first consider the mean state of the tropical At-
lantic as simulated by CCSM. As the modes of TAV are
strongly seasonal, we will consider the climatology of
selected seasons, rather than the annual-mean climatol-
ogy. We focus on the MAM and JJA seasons, when the
dominant modes of TAV are most active. Figure 19
shows the simulated JJA mean SST for the three
coupled models as compared to observations (HadISST
during 1950–2000).

Note that the cold tongue of SST in the eastern equa-
torial Atlantic is not well simulated by the coupled
models. Whereas observations show an equatorial SST
of about 25°C near the eastern boundary, the models
show SST in excess of 29°C. This model deficiency is
most likely associated with errors in the JJA precipita-
tion as simulated by the uncoupled AMIP integrations,
where the observed precipitation maximum along the
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coast of the Gulf of Guinea occurs too far inland in the
simulations (not shown). Such an error would distort
coupled air–sea feedbacks associated with the summer
monsoon that is believed to be responsible for main-
taining the Atlantic cold tongue (Mitchell and Wallace
1992).

The “warm pool” of SST at the western equatorial
Atlantic is also not well simulated by the coupled mod-
els. In the western region, CCSM3 does perform sig-
nificantly better with a bias of about –1°C as compared
to a bias of �3°C for CCSM1. However, CCSM3 shows
a larger cold bias between 20° and 30°N, off the coast of
Africa. Overall, it is clear that even the latest genera-
tion of the coupled model fails to simulate the sign of
the east–west temperature gradient correctly, as was
the case with the previous generation of models (Davey
et al. 2002). We may expect this error to have a signifi-
cant impact on the simulation of the equatorial mode of
TAV.

We also consider the mean SST for the MAM season,
when the gradient mode is most active. Figure 20 com-
pares the observed SST to the simulated SST for
CCSM3. In this season, the model performs somewhat

better as compared to the JJA season, although there is
a significant cold bias in the northern tropical Atlantic.
The southern tropical Atlantic simulation of SST com-
pares quite well with observations, except near the
coast of Africa. CCSM3 does perform better during the
MAM season as compared to CCSM1, which exhibits
large cold biases in the northern and equatorial regions
(not shown).

Next we consider variability of SST during the MAM
and JJA seasons. Figure 21 compares the observed
standard deviation of seasonal means to the simulated
standard deviations. For the JJA season (Figs. 21a,b),
the dominant feature seen in observations is the maxi-
mum in SST variability in the central and eastern part
of the equatorial Atlantic, coincident with the cold
tongue region (Fig. 19a). This corresponds to the equa-
torial mode of TAV and is essentially absent in the
CCSM3 simulation (and also in earlier versions of the
coupled model). It seems clear that the simulation of
the SST cold tongue needs to be improved to provide a
better simulation of the equatorial mode. CCSM3 does
simulate the weaker maximum in SST variability seen
in the northeastern part of the tropical Atlantic.

FIG. 19. Climatological mean SST for the JJA season: (a) observations, (b) CSM1, (c) CCSM2, and (d)
CCSM3. Contour interval is 1°C.
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For the MAM season (Figs. 21c,d), we see the two
maxima in variability near the eastern boundary in the
two hemispheres, near 10°N and 20°S, with maximum
amplitudes of about 1°C. The corresponding maxima in
the CCSM3 simulation are somewhat weaker (about

0.7°C) and shifted poleward. Previous versions of the
coupled model show very similar features (not shown).
This mode of variability corresponds to the gradient of
TAV, and we see that the coupled model simulations
tend to underestimate it. We also computed EOFs of

FIG. 21. Climatological standard deviation of seasonal-mean SST: (a) observations for JJA season, (b) CCSM3
for JJA season, (c) observations for MAM season, and (d) CCSM3 for MAM season. Contour interval is 0.1°C.

FIG. 20. Climatological mean SST for the MAM season: (a) observations and (b) CCSM3. Contour interval
is 1°C.
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SST during the MAM season and found that the dom-
inant EOF in all cases displayed the dipolar meridional
structure characteristic of the gradient mode (not
shown). However, the simulated EOFs had smaller am-
plitudes, and also failed to capture the northeast–
southwest tilt of the boundary between the northern
and southern lobes of the dipole seen in the observa-
tions.

b. Precipitation

We now consider the mean precipitation simulation
of CCSM3 and its atmospheric component, CAM3,
during the MAM season. During this season, the inter-
action between the gradient mode and the location of
the ITCZ contributes significantly to TAV. Here we
consider the impact of atmospheric model resolution,
by comparing the AMIP simulation using the T42 and
T85 versions of CAM3. We also consider the role of
coupling, by comparing the uncoupled AMIP simula-
tions to the coupled CCSM3 simulation. Figure 22
shows precipitation during the MAM season for obser-
vations (1979–2001 period; Xie and Arkin 1997), and

three model simulations: CAM3/T42, CAM3/T85, and
CCSM3. The main feature over the tropical Atlantic is
the ITCZ, which is located near the equator at the west-
ern boundary, and north of the equator at the eastern
boundary, leading to a northeast–southwest tilt. The
uncoupled AMIP simulations overestimate the tilt, with
the eastern boundary precipitation maximum occurring
too far to the south. There is also the tendency for the
ITCZ to split into two zonally oriented parts, at the
eastern and western boundaries. Increasing the hori-
zontal resolution from T42 to T85 seems to have little
effect on these errors. The coupled CCSM3 simulation
also tends to simulate the ITCZ too far to the south,
which is consistent with the cold equatorial SST bias
near the western boundary seen in Fig. 20b. The
coupled model also significantly overestimates the
Southern Hemisphere precipitation near the eastern
boundary, consistent with the warm SST bias in the
region. Overall, we see that the simulated precipitation
reproduces the qualitative features seen in observa-
tions, such as the tilted ITCZ, but there are significant
quantitative errors in the spatial patterns of the precipi-
tation. The precipitation amplitudes in all the simula-

FIG. 22. Climatological mean precipitation for the MAM season: (a) observations, (b) CAM3/T42 AMIP en-
semble mean, (c) CAM3/T85 AMIP ensemble mean, and (d) CCSM3 T85 coupled integration. Contour interval
is 2 mm day�1.
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tions are roughly consistent with the observed ampli-
tudes.

We know that there is significant predictability of
precipitation associated with TAV, especially in the
Nordeste region of Brazil during the MAM season
(e.g., Chang et al. 2003; Saravanan and Chang 2004).
We therefore examine whether the AMIP integrations
using CAM3 are skillful in predicting the observed pre-
cipitation variability, despite the errors in the simula-

tion of the mean precipitation. Figure 23 shows the
observed MAM precipitation in the northern Nordeste
(NNE) region (11°–3°S, 46°–38°W) of Brazil for the
2.5° 	 3.75° global precipitation dataset of Hulme et al.
(1998). Also shown in the figure is the ensemble-mean
simulated precipitation from the T85 AMIP integration
using CAM3. (The simulated precipitation time series
has been renormalized to have the same mean and stan-
dard deviation as the observed precipitation time se-
ries.) The correlation between the simulated and ob-
served time series is approximately 0.5, indicating that
CAM3 is capable of predicting precipitation over NNE
Brazil, provided there is prior knowledge of SST vari-
ability. It appears that this predictive skill is not very
sensitive to model resolution, with the T42 andT85
AMIP integrations showing similar correlation values.
However, other models, including previous versions of
CAM, show correlation values of 0.6 or greater (e.g.,
Chang et al. 2003; Giannini et al. 2004). At this time, we
do not understand the reasons for this degradation of
predictive skill in CAM3.

c. Remote influence of ENSO

Our final diagnostic of TAV will be to consider the
remote influence of ENSO on the tropical Atlantic.
This remote influence has been the subject of numerous
observational and modeling studies (e.g., Enfield and
Mayer 1997; Saravanan and Chang 2000), and is some-
times referred to as the tropical atmospheric bridge
(e.g., Klein et al. 1999). Figure 24 shows the correlation
between MAM SST in the tropical Atlantic and Niño-3
index for the preceding season (DJF). The lagged cor-

FIG. 23. Area-averaged precipitation over northern Nordeste
Brazil (11°–3°S, 46°–38°W) during the MAM season, from 1950 to
1997. The observed values (solid) were obtained from the precipi-
tation dataset of Hulme et al. (1998). The simulated values (dot-
ted) are ensemble averages from the T85 AMIP simulation using
CAM3, but renormalized to have the same mean and standard
deviation as the observations. (The simulated ensemble-mean
precipitation has a mean value about 36% larger than observed,
and the standard deviation is about 50% of the observed value.)

FIG. 24. Correlation between MAM average SST and the Niño-3 index for the preceding DJF season: (a)
observations and (b) CCSM3 coupled simulation. Contour interval is 0.2. The shaded regions indicate statistically
significant correlations (or regressions) at the 95% level.
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relation is appropriate because of the delay in the SST
response to the flux anomalies associated with the
ENSO signal. The observations show strong (�0.6–0.7)
positive correlations over much of the northern tropical
Atlantic, but essentially zero correlation right at the
equator. The southern tropical Atlantic is characterized
by modest (�0.4) negative correlations in the central
and eastern parts of the basin. In particular, the band of
positive correlations just north of the equator approxi-
mately coincides with the mean position of the ITCZ
(Fig. 22a).

In CCSM3 simulations, the correlation structure is
quite different, with a band of positive correlations
along the South American coast in the northern tropi-
cal Atlantic, and extending across the basin just south
of the equator. Once again, the strongest positive cor-
relations are coincident with the location of the simu-
lated ITCZ (Fig. 22a). The simulated ITCZ is located
too far south during the MAM season, and this appears
to weaken the ENSO influence just north of the equa-
torial Atlantic in CCSM3. This suggests that the errors
in simulated correlation structure are due to errors in
the simulation of the mean precipitation variability. If
the simulation of the mean state were to be improved,
one might expect the remote influence of ENSO to be
properly represented by CCSM3.

d. Summary

CCSM3 shows significant errors in the simulation of
TAV. Perhaps the biggest deficiency is the absence of
the equatorial “cold tongue” during the boreal summer
season. One possible cause of this deficiency could be
the poor simulation of the West African monsoon by
the uncoupled atmospheric model, which would lead to
erroneous simulation of the coupled air–sea feedbacks
needed to maintain the cold tongue. Further mechanis-
tic experiments would be needed to confirm this idea.
This mean climate error during the boreal summer also
has a negative impact on the simulation of the equato-
rial mode of variability (the “Atlantic Niño”), which is
essentially absent in CCSM3.

The simulated mean climate during the boreal spring
season shows smaller errors than the summer simula-
tion, although there is a significant cold bias in the
northern tropical Atlantic. Correspondingly, the gradi-
ent mode of TAV, although underestimated by
CCSM3, is somewhat better simulated than the equa-
torial mode. Given the errors in the mean climate simu-
lation during boreal spring, one would not expect the
remote influence of ENSO on tropical Atlantic SST to
be simulated very well, and that turns out to be the
case.

The simulated mean precipitation has roughly the

same amplitude as the observations but exhibits signifi-
cant errors in the spatial structure tied to errors in the
SST simulation. The AMIP integrations exhibit signifi-
cant potential predictability, with simulated precipita-
tion in the northern Nordeste Brazil region correlating
at a value of 0.5 with the observed precipitation. Im-
proved horizontal resolution does not seem to signifi-
cantly affect the simulated precipitation patterns, or
their potential predictability.
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